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Chapter 1
The Euro Marriage

Ales Michl

Abstract Is a monetary union advantageous? This analysis proposes an approach
to the issue from the vantage point of a small open economy, namely the Czech
Republic. Is it sensible for the Czech economy to participate in a monetary union
like the EMU? What criteria can we apply to find out? To assess the advantages of
joining a monetary union, it is recommended to analyse, instead of the Maastricht
criteria, five new criteria that reflect the change in the competitiveness of a country.
(1) How do import prices respond to a weaker exchange rate? (2) How do export
prices respond to a weaker exchange rate? (3) How does domestic inflation respond
to a weaker exchange rate? (4) How do wage costs in firms respond to a weaker
exchange rate? (5) How do GDP and employment respond to a weaker exchange
rate? Only when a weakening or devaluation of the currency is not beneficial to
competitiveness, only then should a country with small open economy consider an
entry into a monetary union (like the EMU).

Keywords Real effective exchange rate - Exchange rate - Balancing mechanism -
EMU entry criteria + Productivity - Competitiveness - Export - Monetary policy

1.1 Introduction

The sovereign debt crisis inside the European Monetary Union (EMU) as well as
competitiveness problems of some EMU members made the members and
non-members of the club address one question: Is a monetary union (per se)
advantageous? This analysis proposes an approach to the issue from the vantage
point of a small open economy—namely the Czech Republic. Is it sensible for the
Czech economy to participate in a monetary union like the EMU? What criteria can
we apply to find out? To assess the advantages of joining a monetary union, it is
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2 A. Michl

recommended to analyse, instead of the Maastricht criteria, five new criteria that
reflect the change in the competitiveness of a country.

This analysis starts from the premise that the aim of an economic policymaker
should be an internationally competitive (i.e. prosperous) economy. An economic
policymaker can only consider entering a monetary union if it boosts the com-
petitiveness of its home country. Now there is price and non-price competition.
Firms can compete on international markets with the price of a given quality—Ilet us
call this price competition. Or, the authorities can offer them better institutional
conditions than elsewhere (e.g. watertight laws, transparent public procurement and
smart regulation)—let us call this non-price competition. This analysis addresses
the issue of price competition. To those interested in non-price competition, it is
recommendable to study, for example, a report from the National Economic
Council of the Czech Republic (NERV 2011).

The economic theory of price competition and the theory of the real exchange
rate and the effects of currency devaluation on the trade balance of a country have
been developed to the greatest extent by Marshall (1923), Lerner (1944), Robinson
(1947), Polak and Chang (1950) and Machlup (1955). Some of the empirical case
studies on the competitiveness of China or the USA were published recently by
Frankel (2004) and Roubini (2010). Concerning European countries, the theory of
the real exchange rate and its practical application was developed in the Czech
Republic by Capek (1998), Frait and Komarek (1999) and Mandel and Tomsik
(2003). The issue in the context of foreign trade of a country emerging from
socialism was addressed by Kornai (1992), who had a first-hand experience in
Hungary. In Poland, after the year 1989, the Balcerowicz Plan (1997) called for
more intense competition. The discourse in Czechoslovakia around the year 1990
was reflected inter alia by Mejstrik (1989) and Klaus (2006). The argumentation of
the application to the real economy of Central Europe after the economic recession
in 2007-2009 has been summarised by Havlik (2010) and Zamecnik (2010).

1.2 Broad Definition of Price Competition

Price competition of the domestic economy against other countries is measured in
this analysis with the real effective exchange rate (REER). Further measurement is
possible with the Lafay Index (Lafay 1992). Krugman’s specialisation paradigm
(Krugman 1991) can be also used, as well as Balassa’s revealed comparative
advantage (Balassa 1965).

If

‘REER’ is the index of real effective exchange rate in time ¢.

‘Igr’ is the base index of the domestic currency to currency i-th business
associate in time ¢,

‘P, is the ratio between the base index of costs of i-th business associate in time
t and the base index of costs of the Czech Republic in time 7, where the base year is
the same as the base year in the calculation of Igg,



1 The Euro Marriage 3

‘w;’ is the weight of the currency i-th business associate defined according to the
shares of the biggest business associates in foreign trade turnover.
Then,

n T ; w;
REER, = 100H<‘if”> (1.1)
i=1 it

In this analysis, an indirect quotation of the exchange rate is used. An increase in
the index above 100 indicates a real appreciation of the exchange rate against the
base period; a fall in the index below 100 means a real depreciation.

1.3 Possibilities and Limitations on Calculating REERs

To have an accurate analysis, it is necessary to discuss the possibilities and limi-
tations on the calculation of REER:

e Possibilities and limitations on the calculation of numerator Igr: The numerator
poses no problem. The currencies being analysed are publicly tradable, and their
nominal rates can be obtained from databanks such as Bloomberg or Reuters.

e Possibilities and limitations on the calculation of denominator P;: The first
problem may be the definition of the costs in the economy which deflate the
exchange rate index (numerator).

Supposing we approximate inflation with P;, that is P; = Icpy;, Where Icpy;
would be defined as the ratio between the base consumer inflation index of the i-th
business associate in time ¢ and the base consumer inflation index of the Czech
Republic in time #, then REER could be defined as follows:

REER, = 100H <IER ”> (1.2)

Icpri

However, domestic inflation may not reflect the exporter’s labour costs in the
international competition for a market share. Also, in a given state, there may be
trade unions with different powers, and this may decrease/increase the wage
indexation ratio to consumer inflation.

Another possibility is to deflate the exchange rate index of industrial enterprise
prices—producer price index, i.e. P; = Ippr;;, Where Ippy;, is defined as the ratio
between the base index of industrialists’ prices of i-th business associate in time
t and the base index of Czech industrial enterprise prices in time #, then

I\
REER, = 100H ( R, ’) (1.3)

Ippr,;s
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The industrialists’ prices can better reflect the costs in the economy—as viewed
through the eyes of industrialists and exporters. However, a producer price index
(PPI) includes the prices of imported raw materials which very much influence the
result. There is also the objection that industrial enterprise prices exclude labour
costs. Capek (1998) recommends the use of a GDP deflator capturing the pricing
dynamic of the final use in the economy.

If P, =Ip; where Ip;, is defined as the ratio between the base index GDP
deflator of the i-th business associate in time ¢ and the deflator of the Czech GDP in
time ¢, thus

n I ; wi
REER, = 100 | (&) (1.4)
=1

D.it

No accurate data for industry are available for this deflator: the price competi-
tiveness of the entire economy could be analysed but not that of industry, which this
analysis, as we will see later, requires.

Mandel and Tomsik (2003) focused on industrial enterprises in their broad
definition of exporters’ costs. Industrial costs C can be defined as follows:

C:WWXWEX+WD><PD+(1—WW—WD)XIERXPFJM (15)

where

wy, is the weight of the ratio between wages and costs;

WEex are exporters’ wage;

wp is the weight of the ratio between domestic inputs and costs (excluding
wages);

Pp is the price index of domestic inputs (excluding wages); and

Pg v is the price index of imported inputs.

REER is then P; = I~ where I is defined as the ratio between the base cost
index in industry of the i-th business associate in time ¢ and the costs in industry in
time ¢, then

n T ; o
REER, = 100 ] | <%> (1.6)
i=1 C,it

Another question is: What values would the weights w,, and wp have in the
formula for industrial enterprises’ costs C? The OECD monitors advanced coun-
tries’ multifactor productivity of enterprises in the economy. Thus, we can calcu-
late, for example, that labour costs accounted for 76.1% of the total costs in
Germany in 2009, while they amounted to 80% in Austria—the highest percentage.
For this reason, a credible REER calculation should include labour costs and this
weight should be the greatest, most substantial. The formula could be therefore
simplified as follows:
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n I . wi
REER, = 100 | (ﬂ) (1.7)

=1 \IWEX it

where

Iw, ex.ir 1s the ratio between the wage costs of the i-th business associate in time
t and the base index of wage costs in the home country in time ¢t. However, this
indicator would now be oversimplified and static. Wages must be always compared
with labour productivity—it is necessary to analyse whether wage rises are justified
in terms of labour productivity. Labour costs and labour productivity are best
expressed with unit labour costs (ULC).

~ ULG,
~ ULCcz

it

= luLc,ir (1.8)

Then,

n I ; wi
REER, = 100 | (ﬂ> (1.9)

=1 \JuLc,i
where ULC are defined as

LC;
LP;

ULC;, = (1.10)

where LC is labour costs, and LP is labour productivity.

LC is customarily reported by Eurostat as ‘Indicator that covers wages and
salaries and employers’ social security contributions plus taxes paid minus subsi-
dies received by the employer’. With regard to LP, there are two main calculation
methods:

(a) Productivity of the national economy: In the first case, I monitor labour costs
for the whole economy. They are the ratio between costs per employee and
labour productivity. As I gauge productivity as GDP per employee (EMP),

GDP;
LP, = ! (L.11)
EMP;,
Therefore,
LC;
ULC) = ——— 2 1.12
'~ GDP;/EMP; (1.12)

(b) Industrial productivity: since the Czech Republic is an industrialised country, it
is fitting to monitor not only the productivity of the national economy, but also
the specific productivity of the industrial sector.
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INDS;,

INDLP; =
EMP;,

(1.13)

where

IND stands for industry;

IND S stands for industrial revenues; and
EMP stands for employment in the economy.

We thus define REER for the entire economy and for the industrial sector IND
REER)—for accuracy, specifically for the Czech Republic (CZ),

o (Terir )" i \ g Ier s "
REER, = 100 : =100 =100 _
t ,11 ( Py ) H ( ) ,11 (ULC,,/ ULCCZ,>

ULC Jit

< IgR it ) i
=100 i
g ((Lcit/ LP;)/(LCcz/LPcz)

Igr e K
=100]] ([LC” /(GDP;, /EMP;)]/[LCcz/(GDPcz/ EMPch)

( 1.1 4)
IND REER, = 100 H e N _ g0 H Ierir\"
o L1 \INDP; IND Tyrc.
ﬁ Ter.ic v
IND ULC,,/IND ULCc,
H IgR it v
(IND LC;/IND LP,)/(IND LCcz,/IND LPc,)
H IER it w
=1 [INDLC;;/(IND SALES;,/IND EMP;,)]/[IND LCcz/(IND SALES(z, /IND EMP(7]
(1.15)

(c) Possibilities and limitations on the calculation of exponent w;: now follows a
discussion about the last unknown quantity in the calculation of REER—the
exponent or weight. The weight has to be deduced from the shares of the
individual countries in the total foreign trade turnover. Let use the same
weights as those calculated by the Czech National Bank (CNB). The CNB uses
the weights derived from the share in the trade turnover of the Czech Republic.
The weights can be again defined for the economy as a whole and specifically
for industry.'

An objection may be raised even to this approach. A case in point is the Czech
Republic. The heaviest weight is that of the EMU. But is the Czech Republic really
much more dependent on Germany than it is on China? The answer can be found in the

For details, see www.cnb.cz/docs/ARADY/MET_LIST/rekulc_en.pdf.
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database of the Czech Statistical Office which records exactly what the country
exports to Germany: In 2010, parts and accessories for motor vehicles were in first
place. Cars ranked only second on the list; third, insulated wires, cables and other
conductors of electricity; fourth, computers and data processing equipment displays
and keyboards. In fifth place, television sets. At first sight, it is clear that one-third of
Czech exports go to Germany. If all the parts, wires, cables, displays and seats were
added up, their value would be twice as much as cars are in Czech exports to Germany
in 2010. The principal Czech export goods are semi-finished products. The parts are
assembled in Germany, labelled ‘Made in Germany’ and shipped to the USA or China.
Therefore, the Czech Republic is dependent on China and USA more than we think—
there is the source of demand for Germany and by extension, Czech exports.
However, finding a weighting model, which would reflect the differences in the
commodity structure, shares of semi-finished products in the total exports or differ-
ences in pricing flexibilities, complicates the REER calculation considerably. One
possibility could be the use of MERM-—Multilateral Exchange Rate Model.
Boughton (2001) writes that the MERM model idea was to derive equilibrium rela-
tionships between exchange rates and trade balances by reference to highly disag-
gregated production functions. Real exchange rate could be derived as a weighted
average of bilateral weights, not by the traditional arithmetic based on the value of
bilateral trade with each country, but by estimating the elasticity of trade in specific
categories of goods to changes in exchange rates. However, there were practical
difficulties in the acquisition and calculation of reliable data, Boughton stresses.

1.4 Price Competition in the Economy
of the Czech Republic

As data show (Fig. 1.1) in the entire Czech economy, the real exchange rate has
risen significantly. The real exchange rate deflated by ULC has risen from 66 in
1998 to 126 in September 2011 (2005 = 100). Why has the real exchange rate
appreciated that much in the Czech Republic? The Czech economy as a whole was
facing a combination of growth in labour costs and nominal strengthening of the
exchange rate of the Czech currency (CZK) against the EUR. The nominal
strengthening of the CZK and the wage rises resulted in a rise in the standard of
living of citizens of the Czech Republic. On the other hand, this strengthens the
motivation of a cost-oriented firm to move production to another state. This entails
the risk of higher unemployment with a resulting fall in the standard of living.
However, the loss of competitiveness need not have been as great as the pre-
ceding figures show. The key problem in the approach to measuring competitiveness
through the real exchange rate is a convergence trend in the economy caused by an
increase in labour productivity and technical and utilitarian improvements to prod-
ucts. Mathematics does not take this into account. There is then a reverse causality. It
appreciates the real exchange rate thanks to an increase in competitiveness. It
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130
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REER deflated by PPl index, 2005=100
REER deflated by CPI index

REER deflated by ULC index

REER deflated by GDP deflator index
------- INDUSTRY REER deflated by ULC index

Fig. 1.1 Different models for the construction of the real exchange rate of the Czech Republic.
Source Czech National Bank. Note The author works with an indirect quotation of the exchange
rate. An increase in the index above 100 indicates a real appreciation of the exchange rate against
the base period. A fall in the index below 100 means a real depreciation

appreciates the real exchange rate because an increase in exports builds up pressures
for a nominal appreciation of the currency. A sign of the success of an economy
despite real appreciation is then a concurrent improvement to foreign exchange rates.
It is therefore necessary to differentiate between a natural convergence trend in the
appreciation of the exchange rate and an actual loss of competitiveness. In this
analysis, the author advances the thesis that loss of competitiveness is caused by two
types of appreciation bubbles in the real exchange rate:

(a) Appreciation bubble in the nominal rate of the crown: Mandel and Tomsik
(2003) write that it is necessary to first determine a balanced appreciation trend of
the real exchange rate and then monitor divergences from the trend—the bubble.
A balanced real exchange rate is an exchange rate, which corresponds to the
economy in a state of internal and external equilibrium. Predictions of a balanced
real appreciation are, according to Bruha et al. (2010), values around 1.3%.
According to a study carried out by Cihak and Holub, they range from 1.6-2.4%
(model presented in Cihak and Holub 2005—the outputs are in ‘Analysis of
economic harmonisation of the Czech Republic and the Eurozone’, published by
the Czech National Bank in 2008). For more details on the issue of an appre-
ciation bubble in the nominal exchange rate, see also Fig. 1.2.

(b) Increases in labour costs surpassing productivity: a second type of apprecia-
tion bubble in the real exchange rate is the increase in labour costs surpassing
productivity. The Czech Republic will be competitive when increases in
labour costs no longer surpass productivity. This ratio covers unit labour costs
as defined above. Their increase signals loss of pricing competitiveness.
Labour costs are analysed below.
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Fig. 1.2 Appreciation bubble in the nominal exchange rate of the Czech Crown (CZK) against the
EUR. Source Bloomberg. Note Downward direction = nominal appreciation

1.5 Price Competitiveness of the Czech Industry

Until now, the economy has been analysed as a whole. The following analysis
divides the economy by sectors. Both Figs. 1.1 and 1.3 show that the manufac-
turing industry in the Czech Republic did not become less competitive between
2007 and 2011. During the recession times, enterprises kept down costs and
demanded labour productivity. As the economy as a whole was losing competi-
tiveness, the real exchange rate of the Czech economy rose, and at the same time,
the real exchange rate was stagnant in industry, and this points to the
non-productive public sphere and services. Graph 3 in the Appendix shows the unit
labour costs, the ratio between expenditure in labour and the resulting product, and
the difference between the competitiveness of the manufacturing industry and the
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Fig. 1.3 Unit labour costs in by sectors in the Czech Republic (year 2005 = 100). Source OECD
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Fig. 1.4 Market share of the Czech Republic in world exports (industry, %). Source IMF,
Bloomberg

other sectors. The more a sector is exposed to international competition, the more it
reacts to world recession (has had to react to the recession). By contrast, the public
sphere or, for example, the construction industries, do not have to fight off inter-
national competition. If we look at the construction industry, we will see that it did
not curb costs as much as the manufacturing industry did. Inadequate competition,
local operation and connection to the state finance do not force you to be pro-
ductive. Politicians have to drive a hard bargain in these sectors and press for more
labour productivity. These are sectors that lower our competitiveness (for more
details, see Zamecnik 2010).

However, Graph 4 in the Appendix clearly shows, ex ante, that when the
competitiveness of the economy as a whole was falling according to the real
exchange rate, export-oriented industrial enterprises managed, thanks to produc-
tivity, to react to the recession. The Czech Republic only lost a small share in the
global exports (Fig. 1.4).

1.6 An International Comparison

Will an international comparison lead to similar conclusions? The greatest debts of
developed economies arose over three historical periods: the first followed the
Napoleonic wars, the second came after World War II—and the third arrived
yesterday is with us today and will be around tomorrow too. A few states can
handle this situation. Certainly, this is merely hypothetical, for anyone can still go
bankrupt. America now has a public debt somewhere around 100% of its
GDP. Eurozone debt is around 88% of GDP. For the sake of comparison, China’s
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public debt is at 17%, thanks to the strength of its economy, while in Brazil and
India, it is at 66%, and in Russia at 11%.

At first sight, the problems that Greece ran into in 2009-2011 were caused by
debts. But how about Ireland which also hovered on the brink of bankruptcy? Until
then, Ireland had been cited as an example of ‘sound financial management’
(Ireland’s government debt was 24.9% of GDP in 2007 according to Eurostat).
Incidentally, fiscal discipline is for this reason a condition, which is necessary but
not sufficient for greater competitiveness.

A more detailed analysis of unit labour costs in the manufacturing industry
(thanks to international competition, this is a productive sector) and in the con-
struction industry (an example of non-productive sector) during the period of
recession time presents a paradox: Although the Irish economy as a whole was on
the edge of bankruptcy, Irish industrial enterprises pushed for a growth in pro-
ductivity even harder than the Germans (thanks to imports of cheap labour too). The
problem was not therefore in the Irish export sector exposed to international
competition, but in the bubble in the property market supported by loans from
banks owned predominantly by the Irish. For more details, see Appendix Chart 5.

In solving each specific debt problem, one must distinguish between the prob-
lems of solvency and the problems of liquidity. When someone has a liquidity
problem, he needs a quick loan to tide him over—in the case of a country, loans
keep the economy running. Greece, however, is insolvent. Having the country
begin to generate its own revenues—simply to earn the money to pay those debts
must solve the problem of insolvency.

1.7 Theory and Recommendations for Economic
Policymakers

The paradox in the evolution of unit wage costs in view of international competition
in different sectors is a challenge for economic policy. It is advisable to concentrate
on unbalanced growth in labour productivity. In theory, this can be inferred from
the Balassa—Samuelson Theorem or the Baumol Model. The economy is divided
into a productive and a non-productive sector. In the public sphere and services,
such as public institutions, state administration, as well as private services, such as
restaurants, construction industry or arts, there is as a rule slower labour produc-
tivity. By contrast, productivity is higher in industry because firms face direct
international competition, there are economies of scale and more use of machines
and technologies (although the state can also employ technologies such as
e-government).

An improvement in labour productivity is usually followed in the productive
sector by an increase in the hourly rate. In this case, unit labour costs will remain
constant. But when there are pay rises in the more productive sector, the less
performing sector wants to follow suit. This is when what is called in economic
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terminology wage contagion may occur, when one trade union demands a pay rise
at the expense of the others without offering higher productivity or better services.
This is a theoretical explanation why the productive sector is able to keep down unit
wage costs, whereas they increase in the non-productive sector. Finally, wages are
rising and then building up inflation pressures. However, if productivity increases in
the public sector less than in the other sectors and if salaries of employees in the
public sector are in line with the salaries in other economic sectors, this has a
far-reaching consequence for the economic policy: Public expenditure is on the
increase. The strength of an economic policy with the ambition to boost competi-
tiveness and at the same time to balance the public budgets is in the prevention of
wage contagion, pressing for the highest possible labour productivity in the public
sphere and services.

1.8 A Proposal for Rethinking the EMU Entry Criteria

Arguments concerning the advantages/disadvantages of the adoption of a common
currency should not be based on the Maastricht criteria but on the philosophy of the
real effective exchange rate. The Maastricht criteria do not reflect the competi-
tiveness of a country. Rather, I suggest we test the impacts of the reinforcement of a
weaker exchange rate of the national currency on the economy. Only when the
exchange rate balancing process of the balance of payments ceases to bear fruit can
we consider a monetary union with our business associates. Otherwise let us keep
the national currency.

The philosophy of the formula is that export will be profitable after devaluation
when earning exceed costs.

INDS > INDC (1.16)

INDS = PF,EX X IER (117)

where P is the index of foreign prices of exported industrial goods.
We will continue using the Mandel-Tomsik formula (2003). If an exporter is to
make profit, it is necessary

PF,EX X IER > Wy X WEX+WD X PD+ (1 — Wy — WD) X IER X PF,IM (118)

A model-testing situation could be: How does the economy react to weakening
of the exchange rate Igr? Will weakening of the currency help the economy as a
whole or not?

Based on the previous arguments, five criteria can be derived the author rec-
ommends to study when thinking about fixing an exchange rate (like in the EMU):



1 The Euro Marriage 13

(1) How do import prices P v respond to a weakening of the exchange rate Igr? If
the exchange rate weakens, this will help exports, at first sight. The question is,
however, whether this will not cause trouble, retrospectively, with dearer imports
of raw materials or components (... and how will the USD/CZK rate respond? In
imports, we have a good deal of commodities denominated in US dollars).

(2) How do export prices P gx respond to a weakening of the exchange rate /gr?
A weakening of the currency should allow exporters to cut prices and win over
competitors’ customers. Will this happen to Czech exports or not? What is the
quality of our exports (the so-called unit value ratio), what is our position in
respect of the customers? What is the pricing elasticity of exports (this was
already addressed by Mejstrik 1989)?

(3) How does domestic inflation Pp, respond to a weakening of the exchange rate
Ier? What if a weakening of the currency means that the total inflation will rise
in the national economy as a result of more expensive imported goods?
Although a weaker exchange rate will help exports but the costs will suffer, as
a result, for example, of a rise in the cost of electricity or rents, which are
usually linked to inflation.

(4) How do wage costs Wgx in firms respond to a weakening of the exchange rate
Ier? Won’'t the trade unions demand large pay rises if they recognise inflation?

(5) How do GDP and employment respond to a weakening of the exchange rate

IER?

To sum up, what predominates and will most influence the real GDP and
employment with a weakening exchange rate in a short and medium term—more
advantageous exports or higher inflation? This amount to how big a role is played in
the country by the exchange rate balancing mechanism balance of payments. The
country should join the monetary union when the role of the exchange rate
mechanism becomes negligible or in the spirit of the criteria when weakening of the
currency is no longer an advantage (for instance for the Czech exports). All in all,
the author believes that it is advisable to replace the Maastricht criteria with five
new criteria, which fit better a small open economy and better realise the necessity
of competitiveness for the domestic industry.

1.9 Conclusion

This analysis has shown that appreciation bubbles of the real exchange rate cause a
loss of pricing competitiveness in an economy like the Czech Republic. There may
be two types of these:

(a) Appreciation bubbles of the nominal rate of the Czech currency; and
(b) Growth in labour costs surpassing growth in productivity.

The best defence of a politician against the two variants is to focus on unbal-
anced growth in labour productivity. A policymaker should differentiate between
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productive sectors facing international competition (e.g. the manufacturing indus-
try) and less-productive sectors (public services, the construction sector). Industry
sectors and firms facing international competition should be allowed by the gov-
ernment to get on with their work. In the productive sectors of the economy,
pressures on labour productivity are not brought to bear by an official but by
international competition. On the contrary, the government should press for the
highest labour productivity in the public sphere and services to prevent wage
contagion. These are the reasons why the Czech Republic loses competitiveness
(and this is also the way to a balanced state budget). The author would therefore
advise the government to monitor and transparently publish unit labour costs for the
whole economy and the different sectors. Their growth may signal the government
a loss of price/cost competitiveness, especially if a dwindling market share of the
Czech Republic in world exports accompanies this.

Hand in hand with this, the government should focus on non-price competi-
tiveness, i.e. institutional economics, quality of laws, transparent public procure-
ment and smarter rather than bigger regulation, creation of conditions for
spontaneous optimisation of the position of enterprises on the value chain towards
higher value-added products. In order to do so and in order to assess the advantages
of joining a monetary union (like the EMU), it is recommended to analyse, instead
of the Maastricht criteria, five criteria which reflect the change in the competi-
tiveness of a given country:

(1) How do import prices respond to a weaker exchange rate?

(2) How do export prices respond to a weaker exchange rate?

(3) How does domestic inflation respond to a weaker exchange rate?

(4) How do wage costs in firms respond to a weaker exchange rate? and
(5) How do GDP and employment respond to a weaker exchange rate?

Only when the exchange rate balancing mechanism ceases to bear fruit, only
when a weakening/devaluation of the currency is not beneficial to competitiveness,
only then can a country consider (and the Czech Republic is taken as an example
here, but this refers to other countries as well) an entry into a monetary union (like
the EMU).
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Chapter 2

Does Euro Introduction Ensure Lower
Vulnerability of the New Euro Area
Members to the External Shocks?

The Case of the Central and Eastern
European Countries

Vilma Deltuvaité

Abstract A very intense euro area enlargement during the last two decades rises
the question about the impact of the euro introduction on vulnerability of the new
euro area members [especially Central and Eastern European Countries (CEECs)]
to the external shocks. Since 2007, five CEECs joined the euro area and the euro
adoption reduced sovereign bond interest rates, credit default swap (CDS) prices of
the new euro area members due to a decrease in foreign exchange risk, and posi-
tively affected the CEECs’ credit ratings. However, the question about lower vul-
nerability of the new euro area members to the external shocks is still open. The
objective of this study was to assess the impact of euro introduction on vulnerability
of the new euro area members to the external shocks. The empirical results show
that the announcement of positive convergence report and the euro introduction in
the new euro area members did not manifest itself automatically in the short term
and last into the long term (except in Latvia and Lithuania). This reaction of the
financial market participants could be explained by the fact that most of the new
euro area members (Slovenia, Cyprus, Malta, and Slovakia) introduced euro in
2007-2009 during the global financial crisis. The results of generalized impulse
response analysis confirm that the new euro area members are still very sensitive to
shocks in other CEECs sovereign bond markets. However, new euro area members
became less sensitive to the external shocks after the introduction of euro.
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2.1 Introduction

Economic and monetary union (EMU) represents a major step in the integration of
European Union (EU) economies involving the coordination of fiscal and economic
policies as well as a common monetary policy. Despite the fact that all EU Member
States are part of EMU and coordinate their economic policy making to support the
economic aims of the EU, however, a number of EU Member States have taken a
step monetary integration further by replacing their national currencies with the
single currency. When the euro was first introduced in 1999, the euro area was
made up of 11 of the then 15 EU Member States. Greece joined the euro area in
2001, followed by Slovenia in 2007, Cyprus and Malta in 2008, Slovakia in 2009,
Estonia in 2011, Latvia in 2014, and Lithuania in 2015.

The widespread use of the euro in the international financial and monetary
system demonstrates its global presence. Firstly, the euro is widely used, alongside
the US dollar, as an important reserve currency to hold for monetary emergencies;
for example, in 2015, more than 20% of the global foreign exchange holdings were
being held in euros. Secondly, the euro is also the second most actively traded
currency in foreign exchange markets, and it is a counterpart in around 33% of all
daily transactions, globally. Thirdly, the euro is widely used to issue government
and corporate debt worldwide; for example, in 2015, the share of euro-denominated
debt in the global markets was around 40%, on par with the role of the US dollar in
the international debt market. Fourthly, the euro is also gaining momentum as
currency used for invoicing and paying in international trade, not only between the
euro area and third countries but also between third countries. Fifthly, several
countries manage their currencies by linking them to the euro, which acts as an
anchor or reference currency. For these reasons, today, the euro is the second most
important international currency after the US dollar.

A very intense euro area enlargement during the last two decades rises the
question about the impact of the euro introduction on vulnerability of the new euro
area members [especially Central and Eastern European Countries (CEECs)] to the
external shocks. Since 2007, five CEECs (Slovenia, Slovakia, Estonia, Latvia, and
Lithuania) joined the euro area and the euro adoption reduced sovereign bond
interest rates, credit default swap (CDS) prices of the new euro area members due to
a decrease in foreign exchange risk, and positively affected the CEECs’ credit
ratings. However, the question about lower vulnerability of the new euro area
members to the external shocks is still open. The objective of this study was to
assess the impact of euro introduction on vulnerability of the new euro area
members to the external shocks. The research object is the CEECs. The research
methods are as follows: the systemic, logical, and comparative analysis of the
scientific literature and statistical method—generalized impulse response
(GIR) analysis.

The organization of the paper is as follows. Section 2.2 overviews the related
literature. Section 2.3 describes the research methodology and data. Section 2.4
shows the research results. Section 2.5 discusses the findings and concludes.
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2.2 Literature Review

The impact of the euro introduction on the new euro area members’ economies can
be classified into direct, which will manifest itself automatically in the short term
and may also last into the long term, and indirect, which depends on various
circumstances and more often manifests itself during a longer time. The direct
impact of the euro introduction on the new euro area members can appear in
different ways. The substitution of national currency for the euro would reduce
interest rates due to a decrease in foreign exchange risk, reducing at the same time
foreign exchange and accounting costs, enhancing the balance of the currency
structure of the public and private sector’s assets and liabilities, and expanding the
possibilities for managing liquidity in the banking sector. The indirect impact of the
euro adoption on the new euro area members will appear in different ways. The
adoption of the euro may positively affect the countries’ credit rating (which would
reduce interest rates even more), encourage investment and foreign trade, and speed
up the growth of the economies and the welfare of the societies.

Scientific literature provides very little evidence on the impact of the euro intro-
duction on the new euro area members’ economies. Some authors analyzed the
opportunities and challenges of euro adoption in Central and Eastern Europe and
carried out a quantitative assessment of the likely impact of the adoption of the euro
on the national economy (Lavra¢ 2007, Bank of Lithuania 2013). The results of the
quantitative research suggest that the positive impact of the euro would be long term
and would significantly exceed the short-term costs as well as the amount of coun-
try’s additional financial contributions (Bank of Lithuania 2013). In order for the
country to be able to take full advantage of the benefits of being in the euro area to the
best possible extent, it is necessary that the economy would effectively use the period
of declining interest rates to enhance its competitiveness and that focused economic
policy would ensure fiscal sustainability and macroeconomic stability (Bank of
Lithuania 2013). Some authors studied the impact of membership in the EU as well as
in the euro area on both economic and financial integration. The empirical results
show that membership in the EU significantly lowered discount rate and expected
earnings growth differentials across countries; however, the adoption of the euro was
not associated with increased economic and financial integration (Bekaert et al.
2013). Some authors analyzed the impact of the euro adoption on the level of per
capita GDP for a sample of 17 European countries. The empirical results show that in
euro, the adoption may have raised the level of per capita GDP as well as the labor
productivity by about 4%. However, the impact of the euro adoption has been smaller
in countries with a high debt-to-GDP ratio (Conti 2014). Some authors revisited the
issue of the appropriate domain of a currency area. The results show that the adoption
of a common currency can be beneficial for the members of the monetary union
(Forlati 2015). The results also show that the enlargement of the monetary union to
another group of small open economies can bring about welfare gains for all coun-
tries involved (Forlati 2015). Some economists examined whether the euro intro-
duction had a significant impact on economic integration of EMU. They found that
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the euro adoption has significantly increased the economic integration of EMU in
terms of business cycles synchronization substantially strengthening the conclusion
by Frankel and Rose (1997), i.e., a country is more likely to satisfy the criteria for
entry into a currency union ex post rather than ex ante (Géchter and Riedl 2014).
Some authors investigated the financial liberalization in the context of European
monetary and economic integration. They found that after the implementation of
financial liberalization, measures of financial openness generate a strongly positive
impact on economic growth, capital accumulation, and productivity growth. They
also found a positive contribution from the EU membership, while no substantial
effect from the euro adoption was identified (Gehringer 2013). Some economists
investigated the financial system—growth relationships in the Eurozone and
non-Eurozone EU countries as well as the potential impact of the euro adoption on
closer and more centralized economic, political, fiscal, and financial cooperation
within Eurozone. The empirical results show that the financial sector contributes to
economic growth in the Eurozone countries, while a significant negative impact of
the banking sector on economic growth was observed in non-Eurozone EU countries
(Georgantopoulos et al. 2015). Some economists tested the existence of a break in the
macroeconomic dynamics in seven Eurozone countries and three non-Eurozone EU
countries. The empirical results revealed very significant breaks for the Eurozone
countries in the year of adoption of the Maastricht Treaty and euro. The empirical
results also show an increase in the influence of supply shocks on the dynamics of
output, unemployment, and the interest rate after the breaks for the Eurozone
countries (Legrand 2014). However, some authors examined the impact of entry to
the EU and the euro adoption on supply of capital for corporate financing. The
empirical results suggest that following membership to EU firms increased equity
financing while membership to EU eased access to equity capital. The empirical
results suggest that firms also increased debt financing after the euro adoption, while
this exogenous event improved access to international debt capital (Muradoglu et al.
2014). Overall, the scientific literature provides substantial evidence on the positive
impact of the euro introduction on the new euro area members’ economies.

2.3 Research Methodology and Data

This empirical study focuses on the vulnerability of the sovereign bond markets of
the new euro area members to the external shocks. The investigation of the impact
of euro introduction on vulnerability of the new euro area members to the external
shocks was examined by applying the generalized impulse response (GIR) analysis
(Koop et al. 1996; Pesaran and Shin 1998). Impulse response functions measure the
time profile of the effect of shocks on the expected future values of variables in a
dynamic VAR system (2.1), i.e., the impulse responses outline the reaction of one
sovereign bond yield spread to a shock in another (2.2 and 2.3).
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where Yy, ...,Y,, is a n-dimensional vector of variables (logarithmic changes in
sovereign bond yield spreads) at time ¢ (number of lags—2); Aj,,...,A,, is a n-
dimensional vector of variables’ intercept; Ajig,...,Ami iS a n-dimensional
coefficients’ matrices; and ¢4, ..., ¢,, is an unobservable zero mean white noise

vector process with time-invariant covariance matrix.

In order to solve variables’ ordering problem, this empirical study applied the
generalized approach that is invariant to the ordering of the variables in the VAR
system, while the traditional impulse response analysis yields different results
depending on the variables ordering.

Y,=AYii+ o +AY, ,+ U= 0BV, =Y &U.; (2.2)
i=0

D= A\ D + Ao+ - +AD,, (2.3)

where Y; is a n-dimensional vector of variables (logarithmic changes in sovereign
bond yield spreads) at time ¢; @; is the coefficient measuring the impulse response,
e.g., Py represents the response of sovereign bond yield spread j to a positive
shock of one standard deviation in sovereign bond yield spread k occurring ith
period ago.

This empirical study focuses on daily data for EU-28 countries with a special
focus on new euro area members: Slovenia, Cyprus, Malta, Slovakia, Estonia,
Latvia, and Lithuania. This study also compares the vulnerability of the sovereign
bond markets of all CEECs—the group of countries comprising Bulgaria, Croatia,
the Czech Republic, Hungary, Poland, Romania, the Slovak Republic, Slovenia,
and the three Baltic States: Estonia, Latvia, and Lithuania. Daily sovereign bond
yields’ (the Maastricht Treaty EMU convergence criterion) data on EU-28 countries
for the period of 2005-2015 have been obtained from Eurostat. The Maastricht
Treaty EMU convergence criterion series relates to interest rates for the long-term
government bonds denominated in national currencies and is based on central
government bond yields on the secondary market, gross of tax, with a residual
maturity of around 10 years (the bond or the bonds of the basket are replaced
regularly to avoid any maturity drift).
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2.4 Research Results

The economic theory suggests that participants of financial markets could not only
react to the introduction of euro in the new euro area countries but also to the
positive convergence assessment. The convergence reports examine whether the
EU Member States satisfy the necessary conditions to adopt the single currency—
euro. The European Community (EC) Treaty requires the Commission and the
European Central Bank (ECB) to issue these reports at least once every two years or
at the request of an EU Member State which would like to join the euro area. On the
basis of its assessment, the Commission submits a proposal to the ECOFIN Council
which decides whether the country fulfills the necessary conditions and may adopt
the euro.

In October 2004, the ten countries (Cyprus, the Czech Republic, Estonia,
Hungary, Latvia, Lithuania, Malta, Poland, the Slovak Republic, and Slovenia) that
joined the EU on May 1, 2004 were assessed for the first time. Although the
maximum two-year period referred to by the treaty had not yet elapsed for these
countries in 2004, the obligatory reassessment of Sweden was taken as an oppor-
tunity to analyze also the state of convergence in the new Member States. The
report concluded that none of the 11 assessed countries at that stage fulfilled the
necessary conditions for the adoption of the single currency. In 2006, there were
two sets of convergence assessments. Lithuania’s and Slovenia’s state of readiness
was examined in convergence reports issued in May 2006 at their own request.
While Slovenia was deemed to fulfill all the convergence criteria and ready to adopt
the euro in January 2007, the report on Lithuania suggested that there should be no
change in its status as a Member State with a derogation. The then remaining nine
countries (the Czech Republic, Estonia, Cyprus, Latvia, Hungary, Malta, Poland,
Slovakia, and Sweden) were assessed in December 2006. Although the report
showed progress with convergence in many countries, none of them was deemed to
meet the necessary conditions for adopting the single currency. Aiming to adopt the
euro in 2008, Cyprus and Malta submitted requests for re-examination in spring
2007. On the basis of convergence reports issued by the Commission and the ECB
in May 2007, the council concluded that both Cyprus and Malta fulfilled the
necessary conditions for adoption of the single currency. Consequently, the council
decided that the euro would be introduced in the two countries on January 1, 2008.
In 2008, the convergence report adopted on May 7 examined progress toward
convergence in remaining ten EU Member States with a derogation—Bulgaria, the
Czech Republic, Estonia, Latvia, Lithuania, Hungary, Poland, Romania, Slovakia,
and Sweden. The report concluded that Slovakia met the conditions to join the euro
area in January 2009. In 2010, the Commission concluded on May 12 that Estonia
met the requirements for joining the euro, as the result of determined and credible
policy efforts and recommend Estonia’s membership of the Eurozone from January
1, 2011. In 2012, the Commission concluded on May 30 that none of the countries
examined (Bulgaria, the Czech Republic, Latvia, Lithuania, Hungary, Poland,
Romania, and Sweden) fulfilled all the conditions for adopting the euro. In 2013,
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Table 2.1 Dates of positive convergence report announcement and euro introduction in the new
euro area members

Country Dates of positive convergence report announcements/dates of euro introduction
Slovenia May 16, 2006/January 1, 2007

Cyprus May 16, 2007/January 1, 2008

Malta May 16, 2007/January 1, 2008

Slovakia May 7, 2008/January 1, 2009

Estonia May 12, 2010/January 1, 2011

Latvia June 5, 2013/January 1, 2014

Lithuania June 4, 2014/January 1, 2015

Source http://ec.europa.eu/economy_finance/euro/adoption/convergence_reports/index_en.htm

the Commission concluded on June 5 that Latvia fulfilled all the conditions for
adopting the euro. In 2014, the Commission concluded on June 4 that Lithuania
fulfilled all the conditions for adopting the euro. Table 2.1 summarizes the dates of
positive convergence report announcements and euro introduction in the new euro
area members.

Figure 2.1 demonstrates the dynamics of the sovereign bond yields of the new
euro area members during period of 2005-2015.

The statistical data provided by Eurostat show that the announcement of positive
convergence report and the euro introduction in the new euro area members did not
manifest itself automatically in the short term and last into the long term (except in
Latvia and Lithuania). This reaction of the financial market participants could be
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Fig. 2.1 Dynamics of the sovereign bond yields of the new euro area members. Source Eurostat


http://ec.europa.eu/economy_finance/euro/adoption/convergence_reports/index_en.htm

24 V. Deltuvaité

12.00
10.00 _
8.00 h b
£ 6.00
o
o
5
e 400 . i
.-:. l|f." [ ‘r ’ 4
Wt Y i M
2.00 | T i
0.00 I “ i lf‘.}“\ i II ; : : . I ._,I . S %y v
- 2 S ® 2 o = o i, = n b
gg = = (=] o= = = = = = = &€&
2008 —S—+~ = = =~ = o & =~ =~ &
——BG ——CZ HR cY LV LT
- HU oo MT PL RO sl SK

Fig. 2.2 Dynamics of the sovereign bond yield spreads of the new euro area members and
CEECs. Source Own calculations based on data from Eurostat

explained by the fact that most of the new euro area members (Slovenia, Cyprus,
Malta, and Slovakia) introduced euro in 2007-2009 during the global financial
crisis. However, the short-term effect of euro introduction was observed in Latvia
and Lithuania—countries which introduced euro in more stable time (during 2014—
2015). Despite the fact that dynamics of the sovereign bond yields of the new euro
area members did not show any short-term effect of the euro adoption, the dynamics
of sovereign bond CDS prices showed a significant reaction of financial market
participants to positive convergence report announcement and euro introduction in
the new euro area members. These differences in reaction of financial market
participants can be explained by the fact that sovereign bond CDS market is more
liquid compared to sovereign bond market.

Dynamics of the sovereign bond yield spreads of the new euro area members and
CEECs are shown in Fig. 2.2.

The sovereign bond yield spreads dynamics of selected countries demonstrate
that the reaction of financial market participants to the external shocks (global
financial crisis in 2007-2009, sovereign debt crisis in Greece, Ireland, and Portugal)
was significant in most of selected countries, especially in Latvia and Lithuania due
to the high degree of financial and economic openness of these countries. Besides,
some local factors such as banking crisis in Latvia in 2008 increased political risk of
selected countries. The reaction of financial market participants shows that this
group of countries is very homogeneous in terms of political risk despite existing
differences in economic and financial stability of these countries.
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Table 2.2 Responses of sovereign bond markets of the new euro area members to generalized
one S.D. innovations

Period | Response of LT sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

LT CZ CY SE MT LT ES MT CY BG
1 11.58 2.53 2.46 1.12 0.71 8.66 4.08 2.94 2.87 2.76
2 —-335 |[—-148 |-092 |—-045 |-136 1.17 1.98 0.32 1.31 1.41
3 0.18 | —0.30 0.59 0.38 0.59 | —0.06 1.00 1.12 0.54 0.78
4 0.43 005 |[-0.17 |-022 |-024 |-049 |-1.02 |-093 |-081 |[-0.70
5 -0.18 | -0.11 0.13 0.06 0.15 |-0.58 0.03 0.38 038 |—0.37
Period | Response of LV sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

LV ES IE FI CY LV ES MT AT CY
1 6.14 0.90 0.71 0.69 |0.69 7.59 3.30 3.18 2.80 2.76
2 -1.11 | -0.11 0.35 028 007 |-131 089 |-097 |-2.99 1.52
3 0.98 0.30 0.58 |—-0.24 |0.70 0.50 0.40 0.54 1.20 0.44
4 -0.44 |-0.27 |-0.80 001 |030 |-056 |-0.67 |-042 |-0.16 |—0.77
5 0.34 0.12 0.37 0.01 |0.17 0.58 0.24 0.35 0.09 0.48
Period | Response of SK sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

SK FR NL PT MT SK FI MT LT BG
1 10.79 5.23 5.03 4.87 4.78 16.57 3.78 3.24 2.28 2.16
2 —4.66 |—4.64 |-524 |—-400 |—-407 |—-442 |-098 |-2.68 0.05 0.24
3 1.62 2.35 2.35 1.54 155 |-1.83 |-0.23 1.08 0.59 0.83
4 -093 |[-1.13 |-086 |—042 |-0.66 1.34 | -027 |-052 |—-0.30 |-044
5 0.33 0.54 0.37 0.06 0.11 0.04 0.48 0.17 |-0.14 |-0.09
Period | Response of MT sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

MT NL SK FR PT MT FR NL PT SI

1 431 2.73 2.60 2.58 2.57 3.68 1.84 1.62 1.55 1.54
2 -237 |-2.06 |-130 |-137 |—-198 |-198 |-163 |[-1.60 |-0.59 |-0.56
3 0.22 1.31 0.98 0.75 1.01 0.40 0.50 0.40 0.25 0.29
4 063 |—-0.81 |-049 |[-048 |-0.55 |—-0.10 0.01 0.06 |—0.03 |-0.11
5 —-1.35 0.69 0.15 0.10 0.17 0.00 |—-0.08 |-0.08 |—0.01 0.00
Period Response of CY sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

CY CZ HU PL MT CY BE BG SI PT

1 17.59 8.82 7.52 6.51 5.51 7.69 1.96 1.96 1.92 1.72
2 -0.42 | —2.60 2.65 224 | -726 |224 |0.64 [043 |—-097 |-1.60
3 0.35 2.17 5.03 120 |-0.79 |[3.14 |041 [092 |-0.25 0.05
4 -5.00 |-1.00 |-1.13 |-272 |-0.52 1.67 |025 [030 |-0.57 |—0.65
5 2.55 2.49 3.94 -0.06 2.14 1.57 022 [024 |-034 |-0.32
Period | Response of SI sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

SI CZ MT LV BG SI MT PT ES IT
1 48.70 14.25 12.26 9.72 839 | 13.31 3.42 3.16 3.12 2.71
2 —24.54 | -10.70 -9.29 |-16.89 |—-4.62 |—-4.81 |-230 |-093 |-0.59 |-0.09

(continued)
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Table 2.2 (continued)

Period | Response of SI sovereign bond market to generalized one S.D. innovation

Before euro introduction After euro introduction

SI CZ MT LV BG NI MT PT ES IT
3 -17.34 -2.14 5.34 1573 | —4.22 |-3.79 0.26 1.15 |-0.21 0.83
4 14.68 2.82 | —10.11 —8.55 3.85 3.57 0.00 |-0.86 |—0.63 |—0.56
5 4.39 0.15 10.08 11.01 | -0.01 0.39 0.20 |-0.10 0.56 | —0.24

Source Own calculations based on data from Eurostat

The generalized impulse response analysis was used to analyze the responses of
one sovereign bond market to a shock in another. The responses show short-lasting
effects on sovereign bond markets following a shock in other markets (see
Table 2.2). After four days, the sovereign bond markets of the new euro area
members have in all cases settled back to their pre-shock level. Even though the
impact is generally short-lived, all responses are moderate in scale. In order to
investigate the impact of euro introduction on vulnerability of the new euro area
members to the external shocks, the whole data sample was divided into two
subsamples: before euro introduction and after euro introduction. However, the
results did not change significantly after the euro introduction except to Malta,
Cyprus, and Slovenia. These countries had introduced euro in 2007-2008, and the
perception of political risk has changed already. The results of generalized impulse
response analysis confirm that the new euro area members are still very sensitive to
shocks in other CEECs sovereign bond markets.

2.5 Conclusion

The empirical results provided by this study show that the announcement of pos-
itive convergence report and the euro introduction in the new euro area members
did not manifest itself automatically in the short term and last into the long term
(except in Latvia and Lithuania). This reaction of the financial market participants
could be explained by the fact that most of the new euro area members (Slovenia,
Cyprus, Malta, and Slovakia) introduced euro in 2007-2009 during the global
financial crisis. The results of generalized impulse response analysis confirm that
the new euro area members are still very sensitive to shocks in other CEECs
sovereign bond markets. However, new euro area members became less sensitive to
the external shocks after the introduction of euro (except for Latvia and Lithuania).
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Chapter 3

Does Strong Employment Support Strong
National Currency? An Empirical
Analysis for the US Economy

Elvan Akturk Hayat and Ismet Gocer

Abstract Nowadays, the currency wars between the US and China gets accelerated
and economic and politic developments in countries’ have important effects on the
value of national currencies. Employment, manufacturing, and economic growth
data of leading countries like the US is closely monitored by the whole world.
When non-farm payroll data of the US, announced at first Friday of every month, is
above expectations, it is accepted as an indicator that the US economy is getting
better, manufacturing and economic growth will be higher in future, and dollar
appreciates against other currencies. In this study, the relation between the non-farm
payroll employment (NFE) and dollar index (DI) data of the US is analyzed by
econometric methods for the period of 1995:M01-2016:MO1. The results of the
study indicate that there is one-way causality from non-farm payroll employment to
dollar index and non-farm payroll employment and dollar index are cointegrated in
the long term. Besides, a 1% increases in non-farm payroll data causes dollar index
to increase by 2.14%. Error correction mechanism of the model also operates. This
study is evaluated to be useful for the policy makers in both developed and
developing countries by drawing attention on this issue once again.

Keywords Non-farm payroll employment - The national currency

3.1 Introduction

The banknotes which are in use in present time are called fiat money, and they take
credit from the economic power of the country it represents. When the employment
and production is high and economic stability is good, the reliability and recog-
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nition of national currency in international markets increase; otherwise, interna-
tional liquidity of the currency declines. For instance, today, 1 Kuwaiti Dinar
corresponds to 3.14 US dollars nearly, and it is globally accepted. On the other
hand, 1 Iraqi Dinar corresponds to 0.0009 US dollars, but it is not convertible in the
most of the world. Similarly, there is no need to compare the Zimbabwe Dollar and
US Dollar and to discuss the validity of them in the world. The reason is the
stability and power of the economy behind currencies.

Developments in the US can bring about important consequences not only for
itself, but also for the other economies of the world. Non-farm payrolls data in the
USA is announced on first Friday of every month, and closely monitored by the
whole world market. An increase in this data is perceived as an indicator of the fact
that things are getting better in the US economy, and dollar becomes stronger
against the other currencies among the world. This case also expands to all of the
world economy with domino effect. When the non-farm payrolls data comes lower
than expected, the opposite happens. Citigroup, which is the largest foreign
exchange trader in terms of transaction volume, has stated that the weak employ-
ment in the US economy means a decline in dollar (Bloomberg 2015).

In this context, this study investigates the relationship between non-farm payroll
employment and dollar index data of the US by econometric methods for the period
of 1995:M01-2016:M01.

The remainder of this paper is organized as follows: Sect. 3.2 gives a brief
theoretical framework of the issue and Sect. 3.3 focuses on previous literature.
Section 3.4 presents the results of the empirical analysis. The final section gives
conclusions and some policy implications. It is evaluated that the study will help
both developed and developing countries on managing exchange rate policies by
considering employment data and general economic conditions.

3.2 Framework

The exchange rate shows the value of national currency in terms of foreign cur-
rencies, and it is an important parameter because of its influence on many variables
in the economy. Changes in exchange rate leads to changes in relative
domestic/external price structure by changing the relative value of national
currency.

On the other hand, exchange rate policies are effective not only on cross-country
goods, services, and capital flows. The basic reason for the economic crises in
recent years is seemed to be largely the exchange rate policy that is applied (Bilgin
2004). The crisis emerged in certain regions can also affect the relationship between
the other countries’ exchange rates. Although the reasons are different, all financial
crises, Mexico in 1994, Asia in 1997, Brazil in 1998, Argentina in 2000, and
Turkey in 2001, have resulted with serious movements in exchange rates.

The real exchange rate is one of the most important determinants of foreign trade
in open economies. The fact that domestic and external demand is directed by real
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exchange rate has an impact on employment levels at the same time (Balaylar
2011). If the real exchange rate falls (national currency loses value), imported goods
become more expensive. This leads consumers to substitute domestic goods for
imported goods. The employment undoubtedly increase when the demand for
domestic goods increase. When the imports become more expensive, the cost of
labor becomes relatively cheaper in the sector that used imported inputs. In theory,
it leads to increase in employment. However, when the imported inputs become
more expensive or devaluation occurs, it could lead to inflation causing a decline in
employment by decreasing aggregate demand.

It can be said that, under the assumption of prices are not flexible downward, real
exchange rate is negatively related with production and employment and positively
related with unemployment. On the other hand, an external impact such as a decline
in commodity prices in trading countries can increase unemployment rate under the
assumption of wages and prices are not flexible in short term (Carr and Floyd
2001).

Fluctuations in exchange rate increase costs and cause uncertainty in short term.
Especially in micro level, it makes difficult for businesses to predict future. This
situation naturally makes difficult to have right decisions for economic agents,
especially businesses. Therefore, eliminating the fluctuations (uncertainty) in
exchange rate positively reflects on the decisions of economic agents. This affects
the exports, production, and employment in a positive way. It is clear that
employment increase would be more effective in a case that export growth is
supported by new investments. Thus, it can be said that there is a linear relationship
between exchange rate stability and foreign and between fluctuations in exchange
rate and unemployment (Buscher and Mueller 1999).

3.3 Literature Review

Hua (2007), using panel analysis for 29 states of China for 1993-2002 period,
determined that increases in the value of real exchange rate has negative impacts on
employment. Frenkel and Ros (2006) performed a comparative evaluation of
unemployment in 17 Latin American countries and confirmed the effect of real
exchange rate on unemployment in Argentina, Brazil, Chile, and Mexico, using
panel data over the period 1980-2003. Another study supporting the hypothesis
about the real exchange rate has strong effect on unemployment belongs to Damill,
Frenkel, and Maurizio (2002). They have examined the effects of real exchange rate
value increases on labor market in Argentina.

Bilgin (2004), in the study about the relationship between real exchange rate and
unemployment in Turkey in the period of 1991-2004, reaches results supporting
the theory. It is reported that a high level of real exchange rate positively affects
employment, and it reduces unemployment in period of the analysis. Balaylar
(2011) has analyzed the impacts of real exchange rate changes on employment for
manufacturing industry in Turkey, and finds that high level of real exchange rates
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weakens the relationship between the quantity of production and employment in
manufacturing industry by rising the import dependence of production and export.

The literature review that relates non-farm payrolls and exchange rates is not
extensive. Previous literature on the impact of macroeconomic announcements has
mostly focused on bond and currency markets, with fairly clear evidence that
macroeconomic news has significant price and volatility effects. Rossi (1998) finds
that certain key economic announcements cause U.K government bond yield
changes of between 2 and 6 basis points, including beyond the trading day. Fleming
and Remolona (1999) find that the arrival of public information has a large effect on
prices and subsequent trading activity, particularly during periods in which
uncertainty is high. They collected data on 10 macroeconomic announcements:
CPI, durable goods orders, gross domestic product (GDP), housing starts, jobless
rate, leading indicators, non-farm payrolls, PPI, retail sales, and trade balance. The
non-farm payroll, which is released with the jobless rate as part of the monthly
employment report, has the largest impact on the market in recent years.

Balduzzi et al. (2001) indicate that a wide variety of economic announcements
affect the US Treasury bond prices, with labor market, inflation, and durable goods
orders data having the largest impact. Andersen et al. (2003) explore the relation-
ship between macroeconomic news and the US dollar exchange rate against six
major currencies. They confirm macroeconomic news generally has a statistically
significant correlation with intra-day movements of the US dollar, with “bad” news
—for example, data indicating weaker-than-expected growth—having a larger
impact than “good” news. Galati and Ho (2003) found similar results using daily
data. Ehrmann and Fratzscher (2005) focused on the euro—dollar exchange rate and
found that US news tended to have more of an effect on the exchange rate than
German news. Roache and Rossi (2009) are investigated which and how macroe-
conomic announcements affect commodity prices. They focus mainly on
announcements about US macroeconomic developments since these have been
shown to have the greatest influence on variables such as the US dollar. Roache and
Rossi (2010) are also evaluated how commodity prices respond to macroeconomic
news and show that commodities have been relatively insensitive to such news over
daily frequencies between 1997 and 2009 compared to other financial assets and
major exchange rates.

3.4 Empirical Analysis
3.4.1 Data

In this study, we examine the relationship between the exchange rate and
employment variable. We use the US non-farm payroll data as a determinant of
employment and the US dollar index (DI) data as a determinant of exchange rate.
The non-farm payroll data (Nonfarm Payroll Employment: NFE) has been obtained
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from The Bureau of Labor Statistics of the U.S. Department of Labor. The US
dollar index data has also been obtained from The Federal Reserve Bank of St.
Louis Web site. All dataset in period of 1995:M01-2016:M01 have been taken
logarithm and seasonally adjusted. Time series plots for series are given in
Appendix.

3.4.2 Econometric Model

In this study, it has been analyzed the relationships between the US non-farm
payroll data and the US dollar index data by following model:

LOgDIt = ﬂ0+ﬁlL0gNFEt+8[ (3.1)

3.4.3 Method

Augmented Dickey—Fuller-ADF (1979), the Phillips—Perron-PP (1988), the
Kwiatkowski et al. (1992), and the structural break ADF unit root tests are used to
determine the stability of the series. It has been tested the causality using Granger
(1969) test and has been determined the cointegration relation between series using
Johansen and Juselius (1990) method. Long- and short-term analysis has been
implemented by Dynamic Ordinary Least Squares (DOLS) method.

3.4.4 Unit Root Tests

The stationarity tests are of great importance to avoid spurious regression problem
in time series analysis (Enders 2014). Although ADF (1979) test is the most
commonly used method for unit roots, it is considered to be inadequate to test the
stationarity of series including trends. In such cases, using PP (1988) test is much
better. Hypothesis of KPSS (1992) test is inverse of the ADF and PP tests and can
be used to verify the first two tests. Because the tests not considering the structural
break are in tendency to find unit root in some stationary series with structural
breaks (Perron 1989), the use of the structural break unit root tests in studies would
be useful.

Therefore, stationarity of the series has been examined with ADF, PP, and KPSS
unit root tests, and ADF test with structural breaks dates method has been used as
well. The results of the tests are given in Table 3.1. Results from unit root tests in
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Table 3.1 Unit root tests

ADF PP KPSS ADF test with structural breaks
dates

ADF test PP test stat. LM stat. ADF test Structural

stat. stat. breaks dates
LogDI -1.94 [3] —1.49 [6] 0.26[12] -2.59 [3] 2003:M08
LogNFE -2.77 [3] -1.85 [11] 1.39 [12] —3.45 [6] 2009:M04
ALogDI -7.517"[2] | -10.16""[0] | 0.237""[6] —-11.00"[1] | 2008:M10
ALogNFE | —2.82[2] —-5.46"7[7] 025" [11] | —4.64"[11] |2008:M04

Notes Hy Unit root process for ADF and PP; in contrast, H, stationary process for KPSS

, T refers to the rejection of Hy at 0.10, 0.05, 0.01 significance level, respectively
Number of lags in ADF tests is selected according to modified AIC and appear in [ ]

Optimal bandwidth for PP and KPSS appear in [ ]. Structural break dates were determined by
minimizing to Dickey—Fuller ¢ statistics

Table 3.1 show that both series are non-stationary in level values. When the series
in first difference are tested, the null hypothesis of a unit root process is rejected—at
least at a 0.10 significance level. Therefore, the unit root tests conclusively show
that all variables of study are I(1). Considering structural break date, it can be seen
obviously that the US military intervention in Iraq in 2003 and the global economic
crisis in 2008 have a significant effect on the NFE and DL

3.4.5 Causality Tests

Granger (1969) causality test which is applied to the stationary series is the most
commonly used method and has been used to examine the causality relation
between series. To provide stationary, it has been taken the first differences of the
data. The findings of the Granger causality test have been presented in Table 3.2.
The results of Granger causality test shows that there is one-way causality from
NFE to DI. Accordingly, we could say that the US non-farm payrolls data influ-
ences the value of dollar.

Table 3.2 Granger causality test results

Null hypothesis Optimum Lag. Criteria Obs. F Stat. | Prob.
ALogNFE does not Granger 8 FPE, HQ, 244 1.72 0.09
Cause ALogDI AIC

ALogDI does not Granger 1.32 0.23
Cause ALogNFE
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Table 3.3 Cointegration test results

Hypothesized Eigen Trace 0.05 Prob. Structural breaks dates
no. of CE(s) value statistic Critical
value
None” 0.06 20.21 18.39 0.02 1998:M02, 2001:M10, 2004:
At most 1 0.01 3.46 3841 006 | MIL, 2009:M05, 2013:M01

Note Optimal lag has been determined via AIC, HQ and FPE
" refers to 5%

3.4.6 Cointegration Test

The series which are non-stationary in levels values can bring along the spurious
regression problem (Engle and Granger 1987). If the time series are cointegrated in
the levels, the analysis of regression would give reliable results (Gujarati and Porter
2008). If the series are integrated at the same order, the cointegration relation
between series can be determined using Engle—Granger (1987) or Johansen and
Juselius (1990) methods.

In this study, the cointegration relation between the series has been tested with
Johansen and Juselius (1990) method. The structural break dates in the cointegra-
tion equation have been determined with Bai and Perron (2003) method. Results are
presented in Table 3.3.

According to the Table 3.3, we would conclude that there exists one cointe-
gration relation. Namely, the series have a long run relationship and the analysis to
be made with this series does not include spurious regression problem. Besides, this
means that there is a simultaneous movement both in nonfarm payroll employment
and the value of dollar in the US economy. The structural break dates which are
determined by Bai and Perron (2003) method have been included in long-term
analysis with dummy variables.

The dates are as follows: 1998; Mexico (1997) and Russia crisis (1998), 2001;
the monetary expansion that started in the US, 2004; the period in which interest
rates begun to rise again, 2009; the last global economic crisis and 2013; and the
period when FED announced that expansionary monetary policy to overcome the
economic crisis has ended.

3.4.7 Long-Term Analysis

The cointegration coefficients have been estimated by DOLS method. DOLS
regression that includes lag and lead terms can produce robust estimates which are
resistant to autocorrelation and heteroscedasticity (Esteve and Requena 2006).
DOLS estimation results are presented in Table 3.4.
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Table .3'4 Long-term Variable Coefficient t-statistic p-value

analysis results LogNFE 2.14 6.10 0.00
K1998 0.09 0.44 0.65
K2001 0.17 0.82 0.41
K2004 —-0.03 —-0.14 0.88
K2009 0.04 0.20 0.83
K2013 —-0.04 -0.22 0.82
Constant —20.45 —4.95 0.00
R? =0.46 R? =043 SSR = 1.09 JB = 0.07

Note R* Coefficient of determination, R?> Adjusted R?
SSR Sum of Squared Residuals
JB Jarque-Bera normality test

According to Table 3.4, a 1% increase in NFE would cause a 2.14% increase in
DI in the relevant period. In other words, increasing employment raises the value of
the dollar against other currencies. These findings are consistent with our theoretical
expectations.

3.4.8 Short-Term Analysis

The short run analysis has been estimated with DOLS within the framework of error
correction model (ECM). It has been used the first difference of series and one
lagged values of ECM (ECT,—) obtained from the long run analysis. The results
obtained have been presented in Table 3.5.

According to the Table 3.5, the coefficient of ECM has been found negative and
statistically significant, so error correction mechanism of the model operates. It
indicates that short-term deviations within series, which move together in long term,
will disappear and the series will converge long-term equilibrium value. The results
present additional evidence on credibility of long-term analysis.

Table 3.5 Short-term Variable Coefficient t-statistic Prob.
analysis results
ALogNFE 1.49 2.23 0.02
ECT,—, —-0.02 -1.44 0.09
Constant 0.00 0.01 0.98
R*=0.16 R*=0.11 SSR = 0.03 JB = 0.00

Note R* Coefficient of determination, R> Adjusted R?

SSR Sum of Squared Residuals
JB Jarque—Bera normality test
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3.5 Conclusion

In today’s world, the value of banknotes and coins has taken its power from the
country’s economy it represents. Many economic and political changes in a country
can closely affect the value of national currency. Employment, production, and
economic growth are the most commonly used indicators to measure the economic
success of the countries. Increasing employment is a precursor of increased pro-
duction and economic growth in the country. All countries closely follow
employment and production data of developing and developed countries, mainly
the USA, which have an important role in world economy. Within this scope, the
whole world draws attention to the USA’s non-farm payrolls data which is released
on the first Friday of every month at 8:30. When this data is at expected or higher
level in the USA, this implies that the economy evolves in a positive direction in
US, and it is perceived as an indicator of an increase in production and economic
growth in the future and dollar gains value against other currencies.

In this study, the relationship between the US non-farm payrolls and dollar index
data has been investigated by econometric methods for the period of 1995:
MO01-2016:MO1. According to the results, there is a simultaneous movement
between the value of dollar and non-farm payrolls data for the USA. It has been
revealed that a 1% increases in non-farm payroll causes dollar index to increase by
2.14%. Error correction mechanism of model also operates.

Based on the findings from the study, it can be said that non-farm employment
data is also considered to be an important determinant when estimating the inter-
national value of the national currency of a country. In today’s global economy
accelerating currency wars, countries targeting to achieve competitive advantage in
foreign trade by trying to reduce the value of the national currency, such as the
USA, should pay attention on this issue. It will be quite effective for developing
countries, who try to implicate policies by monitoring developed countries, to focus
on employment data of other developing countries and take these data into account
when making projections.

Appendix

See Fig. 3.1.
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Chapter 4

The Theory of Debt-Deflation:

A Possibility of Incompatibility of Goals
of Monetary Policy

Samy Metrah

Abstract This paper provides a detailed exposition of Irving Fisher’s
debt-deflation theory as well as its proposed “remedies” against the “vicious cycle”.
We argue, using F. A. Hayek’s hypothesis of “dichotomy of rates of interest”, that
not only may be the main proposed tool of battling debt-deflation, i.e. preventing
the price level from falling, considered self-defeating, in the long run at least, but
also that goals of the macroprudential policy and the policy of inflation targeting are
inherently incompatible if Fisher’s and Hayek’s theories are taken into account.

Keywords Debt-deflation - Dichotomy of rates of interest «+ Macroprudential
policy - Monetary policy goals

4.1 Introduction

In recent years, two phenomena have had a significant impact both on the world
economy and on the economics as a whole. The theoretical foundations of main-
stream economics were and continue to be questioned although to some lesser
degree lately. The phenomena in question are the profound financial crisis,' the
consequences of which shook the US financial sector and the entire economy to its
core, and the European debt crisis that has almost brought Greece and other heavily
indebted members of European Monetary Union to their knees. As it is always the
case after crisis having come into existence, the economic theory struggles both to
cope with and reflect upon recent developments. The old saying that history has a
tendency to repeating itself proved to be correct in a recent case, for especially two
theories have come to the fore in recent years—those of Irving Fisher’s and Hymen

'A comprehensive evolution and analysis may be found in Brunnermeier (2009).
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Minsky’s. Lately, the spectre of deflation has been haunting European economies
and European Central Bank along with other central banks have struggled to pre-
vent price levels from falling. The problematic of stability of financial sector stands
closely connected with recent deflationary dangers. By the time the crisis hit the US
economy, the mainstream economic theory” had been caught off-guard completely,
for many held the belief of business cycles having finally been eradicated and the
so-called “New Financial Architecture” achieved the goal of increasing the resi-
lience of financial sector against risk.” Both beliefs turned to be false, as was the
case so many times in the past; at least, as far as the phenomenon of business cycles
is concerned.

The aim of the paper is to provide a detailed exposition of Irving Fisher’s
Debt-Deflation theory (DDT) as well as to attempt at formulizing a possible con-
nection between DDT and Hayek’s “dichotomy of two rates of interest”, and in
doing so, show that main tool in fighting deflation may be considered
self-defeating. Moreover, we shall argue that this connection may be seen as an
“original” representation of incompatibility of the goals of monetary policy—on
one hand maintaining the stability of real purchasing power of money, i.e. the
stability of the price level of consumers’ products, and equalizing savings with
investment on the other. We shall also discuss some of possible problems that may
arise in the inflation-targeting regime.

The structure of the paper is as follows. The next section contains the exposition
of DDT. The third section presents our argument. The final part concludes the

paper.

4.2 Theoretical Exposition*

In time of its publication, the theory went rather unnoticed, for its author, Irving
Fisher, was largely discredited after the Great Depression of 1929. In spite of recent
rise in interest, most of the academic discussion focuses mainly on Fisher’s paper
The Debt-Deflation Theory of Great Depressions, which was published in 1933.
However, the paper was seen by its author himself “only” as a summary of his
primary work (Fisher 1933, p. 337). The core of the theory is to be found in his
book Booms and Depressions: Some First Principles (1932), which contains
knowledge “both new and important” (Fisher 1933, p. 337).° This way of

>We are referring to so called “New Consensus”, which the monetary theory of inflation targeting
is based on, and to the theory of efficient markets.

3possible reflections on the failure of financial institutions and regulators may be found in Kay
(2015), Crotty (2009) or Crotty and Epstein (2009).

“Due to editorial constrains the exposition in the two following sections will be highly compressed,
we welcome interested readers to consult the original works.

SFisher quotes, then, one of the greatest experts in the field of business cycles, however he does not
provide the name. It is possible that it was W.C. Mitchell, whom the book is dedicated to.
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utilization of the theory might be seen as relatively incorrect from the purely
methodological point of view as it omits details and discussions contained within
the book. For our present purposes, we shall restrict ourselves with the paper
although we shall draw attention to details contained in the book where possible.

Being true to the neoclassical heritage of its author, DDT closely follows the
neoclassical dichotomy in distinguishing the real and monetary spheres of econ-
omy. What is of utmost importance is the consequence of this distinction—although
both spheres may diverge and evolve differently from one another for some time,
the monetary sphere must adapt to its real counterpart in a certain moment. It is
those “changes on the part of money” that do not reflect “changes on the part of
things” (Keynes 1930, p. 81) that may be identified as the “true” source of business
fluctuations.

The point of origin in Fisher’s analysis and methodology is to differentiate the
facts that are “[the] historical case[s] of great dis-equilibrium”, i.e. the history of
an economy, and tendencies that are influencing an economy in a certain point of
time. Thus, every historical case of (great) recession (depression) may be seen as
the result of the mix of different tendencies that may reinforce or go against one
another (Fisher 1932, pp. 51-53; 1933, pp. 337-338).>” In order to analyse an
individual case of economic distress, one must identify particular tendencies that
were influencing an economy in a particular time. In other words, each economic
crisis is a result of historical culmination of certain tendencies (cycles) (ibid.,
pp- 58-59). Fisher rejected the idea that the phenomenon of business cycles existed
independently of “real” variables. The question whether an economical system may
always converge to an equilibrium state is conditional upon exceeding certain
limits, beyond which the system does not have power to return to its equilibrium.
Although he leans to an idea that economy has a tendency to return to equilibrium
state, he rejects the notion of system being in equilibrium for any longer periods of
time (Fisher 1933, pp. 388-389).

Two main tendencies are identified as the most destructive—over-indebtedness
of economic individuals and falling price level of consumers’ products. Other
tendencies, nowadays identified as the main causes of fluctuation, such as
over-investment or over-production, are not considered to be able to start significant
drop in output. For if we take an economy that is characterized by over-investment
as a point of origin, then the fall in investment activity would not have been so
severe if it had not been financed by loans. The same conclusion is reached in
connection with over-optimistic expectations that led to an increase in loans in the
past. The common denominator is then identified as over-indebtedness of economic
individuals and falling price level of consumers’ products that in turn rises the real
value of debt.

SFisher distinguished “forced” and “free” tendencies; the latter being endogenous and the former
exogenous in respect of an economy (1932, pp. 51-53).

"In some respect this conception is close to that of Schumpeter’s (1911 [2012], 1939 [2005]).
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Fisher identifies nine main factors, three of which are the most important in the
process of economic crisis. The first three most important are state of
over-indebtedness, fluctuations in volume of currency and pressures on falling price
level of consumers’ products. Other six are the result of workings of the latter,
namely state of net worth of businesses; their profits; level of production, trade and
employment; velocity of circulation and finally the role of rate of interest. If we take
a state of overall over-indebtedness in an economy as our starting point,® then the
dynamics of the theory is as follows:

1. attempts at debt liquidation lead to distress selling, i.e. the debt disease, (Fisher
1932, pp. 8-12)

2. and contraction of deposits (and possibly also the velocity of circulation), i.e.
currency contraction; (ibid., pp. 14-16)

3. these effects are forcing the price level of consumers’ products to fall, i.e. the
dollar disease, (ibid., pp. 17-26)

4. if not offset, the falling prices (and price level) decrease the net worth of
businesses that might, in turn, lead to bankruptcies, i.e. net worth reduction;
(ibid., p. 29)

5. as a consequence of the latter, the profits tend to fall, i.e. profit reduction; (ibid.,
pp- 29-30)

6. motivating businesses to scale down overall production and thus decreasing the
level of employment of factors of production, i.e. lessened production, trade and
employment; (ibid., pp. 30-32)

7. aforementioned effects will result in spreading pessimism among the public and

growing uncertainty, i.e. pessimism and distrust, (ibid., pp. 32-34)

. that leads to hoarding of money, i.e. retarded circulation, (ibid., pp. 34-37)

9. the result on the rate of interest being that ‘the money rate of interest’ lowers,
however, the real rate of interest raises. (ibid., pp. 38-39)

oo

It ought to be noted, however, that the above order is not a chronological one
(ibid., pp. 40-41).° Naturally, individual factors may be at work simultaneously
reinforcing one another. The DDT then stands on the premise that only the coex-
istence of over-indebtedness and falling prices are the true causes for particularly
destructive cases of recession. Nevertheless, the common denominator for afore-
mentioned factors are the result of falling price level of consumers’ products, with
the exception of the first, i.e. debt liquidation, and the last factor, i.e. changes in rate
of interest (Fisher 1933, p. 344). Fisher explicitly states that “[o]f these three

8A thorough discussion of the “starters” (of debt-deflation) may be found in Fisher (1932,
pp. 44-50).

°The outline of possible chronological order is provided in an appendix, see Fisher (ibid.,
pp. 161-162).
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depression tendencies [the first three stated], the second (currency contraction) is
important only as a connective process between the other two—which two should
be called The Debt Disease (too much debt) and The Dollar Disease (a swelling
dollar)” (Fisher 1932, pp. 28-27). It is argued that only one of the two main factors,
i.e. either the debt disease or the dollar disease, should exist, the resulting drop in
output (and possibly prices) would be of a relatively lesser magnitude as compared
with the case when both factors coexist. The destructive force of the coexistence
lies in their reinforcing and “feeding” one another, namely that “the very effort of
individuals to lessen their burden of debts increases it, because of the mass effect of
the stampede to liquidate in swelling each dollar owed” (Fisher 1933, p. 344). The
ultimate effect is that “the more the debtors pay, the more they owe” (ibid.). In other
words, the more debtors try to pay off their debts, the more they force prices to fall
and thus the overall price level decreases. The fall in prices is conditional however.
One will result in liquidating his or her portfolio only if the profits do not cover
either the principal or the interest payments. As Fisher argues that debts are con-
nected to and interconnect individuals in an economy through money (1932, p. 8), it
is the state of uncertainty that might force creditors to call in their borrowers’
loans—the “domino effect” then begins. If a large part of the public then tries to sell
off their assets to meet their liabilities, there may be large drops in prices of sold
assets. This “distress selling”, or nowadays also called “fire-sales”, is the precon-
dition for the aforementioned dynamics.'”

Insofar as the proposed “remedies” to the debt-deflation are concerned, these are
discussed at some length; however, almost all of them are already being utilized by
monetary authorities in fighting against the deflation''; among proposed counter-
measures, we may found recommendations towards control of interest rates through
“open market operations” (ibid., pp. 128—132), adjustment of (volume of) credit to
business activity (ibid., pp. 124-125), i.e. now identified as “monetarist policy
rule”. All of these countermeasures have only one goal in their core—to prevent the
price level from falling and thus starting the aforementioned vicious cycle, for it is
the dollar disease that lies in the heart of the explanation of DDT (ibid., p. 39).
Moreover, most of these are of monetary nature meaning that mainly monetary
variables are used to fight against deflation, one of the other possibilities is to
“reflate” businesses’ profits through fiscal policies—this provision is heavily rooted
into Minsky’s hypothesis of financial instability (1977), which is closely connected
with DDT."?

1%For the original discussion, see Fisher (1933, pp. 8-30).
"'Consult Fisher (1932, pp- 113-142) for more details.
2For a comprehensive and detailed exposition of Financial Instability Hypothesis, see Minsky

(1972, 1978, 1980); in spite of being quoted, reference to DDT is scarce in Minsky’s works,
notable exception being Minsky (1994).
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4.3 Hayek’s Hypothesis of Two Rates of Interest

In his early work focused on developing what is now known as the Austrian
Business Cycle theory, Hayek postulated that monetary authorities, it be a central
bank or any other government entity, had to choose the aim of monetary policy—
either to stabilize real purchasing power of money, i.e. stability of price level of
consumers’ products, or to attempt equalizing (real) savings with investment. It is
no surprise that this dichotomy draws heavily from Wicksell’s theory and it is its
critique. Precisely, Hayek highlights serious contradictions to Wicksell’s concep-
tion, the notion that “[o/n one hand [ ...] the price level remains unaltered when the
money rate of interest is the same as the natural rate; and, on the other, that the
production of capital goods is, at the same time, kept within the limits imposed by
the supply of real savings” is false (1933 [2008], p. 58), for in an expanding
economy the money stock must be increasing in order to stabilize the price level; of
course, if we presuppose that the velocity of circulation remains the same.'? But as
Fisher also points out, when loans are granted by commercial banks, money stock
increases; then, however, “new” (real) purchasing power has been created and
investment need not be, and nowadays certainly is not, restrained by supply of (real)
savings. As Hayek finally concludes “the rate of interest at which, in an expanding
economy, the amount of new money entering the circulation is just sufficient to keep
the [consumers’] price level stable, is always lower than the rate that would keep
the amount of available loan capital equal to the amount the amount simultane-
ously saved by the public” (ibid., p. 59). In other words, though the price level
might remain unchanged, this may not be so in respect to investment activity, i.e.
the amount of debts may simultaneously keep raising.

We have reached a sort of a paradox of our own—the main “course of action” to
counteract debt-deflation is, at the same time, the underlying process that leads to
further accumulation of debts. From this standpoint, DDT may be regarded as a
theory explaining workings of economy after the vicious deflationary circle has
begun, but with recommendations that, in the long run at least, defeat themselves.
Insofar as the monetary policy is concerned, from a purely theoretical point of view,
as this paper tried to expose, the main “monetary policy”, i.e. inflation targeting, is
contradictory to the so-called “macroprudential policy”, which aims at stabilizing
the financial sector. As most of investments, nowadays, is financed through loans
generated by banks, this necessary presupposes that the amount of loans increases;
but if the sentiment is rather pessimistic, the banks themselves may be unwilling to
grant loans, quite possibly in order to meet regulatory requirements imposed upon
them by monetary authorities, i.e. the conduct of macroprudential policy, or the
public itself is not willing to pick up more debt. More so, if the policy goals might
be viewed as contradictory.

It ought to be noted, however, that Hayek’s discussion revolves mainly around the problem of
maintaining the neutrality of money. Nevertheless, for purposes of this paper, we shall omit this
fact as it does not affect our aim.
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The workings of the transmission mechanism of inflation targeting itself, i.e.
raising the monetary policy tool if the expected inflation is above inflation target
and vice versa, may lead to shifts in expectations if accumulated debts are now
deemed too high, i.e. state of over-indebtedness. However, in this case the “failures
in rates of interest” are not the result of over-indebtedness but rather a consequence
of shifts in monetary policy itself. Analogically, should monetary authority proceed
to “tighten” the macroprudential policy, most probably because the accumulated
debts, again, in banks’ balance sheets are considered too high, or might reach a
critical limit in the near future, this, too, might start a debt-deflation process if the
public react excessively.'* Then, the most effective channel of inflation targeting,
i.e. channel of expectations, may work against both maintaining inflation target and
achieving stability of financial sector.

4.4 Conclusion

In this paper, we tried to provide a more detailed exposition of the debt-deflation
theory as well as to illustrate the possible incompatibility of the two main goals of
monetary policy—stability of price level, i.e. maintaining the inflation target, and
achieving stability of financial sector. Using the Hayek’s hypothesis, we endeav-
ored to show that Fisher’s main countermeasure in fighting debt-deflation process
might be self-defeating, at least in the long run.
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Chapter 5
Gold Versus Stocks as an Inflationary
Hedge: The Case of Spain

Nesrin Ozatac, Mohamad Kaakeh and Bezhan Rustamov

Abstract This study empirically observes two models based on Fisher hypothesis
(1930): (1) long-term hedging ability of the stocks and (2) long-term hedging ability
of gold against inflation in Spain. Zivot—-Andrews (1992) unit root test allowing for
one structural break, Maki (2012) cointegration test allowing for five structural
breaks, and vector error correction model (VECM) techniques have been applied to
monthly data covering the period of January 1994—July 2015. Our results show that
stocks and gold are in a long-term equilibrium relationship with inflation. The
negative association between inflation and gold with inelastic coefficient and the
positive relationship between inflation and stocks with the elastic coefficient are
observed. Hence, our findings suggest that only stocks are the hedging instruments
against inflation in Spain.

Keywords Inflation - Stocks - Gold - Hedge - Investment

5.1 Introduction

Traditionally, real estate investments served as the main hedging technique
(Hamelink and Hoesli 1996; Gyourko and Linneman 1988). However, for the last
several decades, investors have preferred commodities and financial assets against
inflation. Gold and stocks mainly reshaped the financial markets by offering variety
of hedging abilities (Anari and Kolari 2001; Blose 2010). The gold even holds its
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place in the portfolios as a store of value, because it is durable, universally
acceptable, and easily authenticated (Worthington and Pahlavani 2007). The stocks
represent claims on real assets. It means that the real returns on stocks and gold are
hedged against the changes in consumer prices. These hedging abilities are based
on Fisher hypothesis (1930), who first drew the attention on the relationship
between assets’ rate of return and expected inflation, concluding that the nominal
rate of return comprises the expected real rate of return and expected inflation. This
hypothesis unfolds the ability of gold and stocks to hedge against inflation.

Researchers investigated the hedging ability of gold and stocks; however, con-
sensus on the nature of the relationships was not obtained. Some of the studies
found that this relationship holds (Schotman and Schweitzer 2000; Anari and Kolari
2001; Ciner 2015) and other studies found that stocks or gold could not serve as a
hedging tool against inflation (Barnes et al. 1999).

The reason we have chosen Spain for our study is that the country had a volatile
inflation rate over the years, reaching levels about 25% in the late 1970s. Spanish
inflation rate shows high persistence, especially from the consumer prospective.
That means that any external shock on the economy will have a long-standing effect
on inflation (Romero-Avila and Usabiaga 2012). Moreover, the degree of uncer-
tainty of inflation would rise if Spain exits the European Union, as the uncertainty
of inflation is decreased when the Euro was introduced. On top of that, since 2007,
the inflation uncertainty has been rising internationally; therefore, protection against
inflation risk is mandatory (Hartmann and Herwartz 2014). Investors are seeking
more diversification to hedge against many risks including inflation risk. This
study’s aim is to find out whether stock or gold is a better hedge to inflation in the
case of Spain.

This study makes several contributions to the literature. We are pioneer in
examining the gold’s ability to hedge against inflation in the case of Spain, as gold
serves as a hedging tool for a number of countries and can be an effective way of
reducing inflation risk. We use time series up-to-date monthly data (January 1994 to
July 2015) which includes the global financial crisis data and the effects on Spain
that no other paper utilized to examine hedging function of gold and stocks in the
case of Spain. Additionally, because of the structural breaks occurring in stocks’
market, gold’s market, and goods’ market, we are applying Zivot—Andrews (1992)
and Maki (2012) cointegration techniques to examine the association among
inflation, gold, and stocks which have the ability to determine the structural breaks
that are influencing this long-run association.

5.2 Literature Review

Portfolio optimization and risk reduction are one of the most important topics in the
finance literature. Particularly, researchers observe the hedging ability of the
instruments in order to reduce a number of risks including inflation. The supporting
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theory is based on the generalized Fisher (1930) hypothesis implying that there is a
one-to-one relation between nominal asset rates of return and inflation. It has found
its applicability to examine hedging ability of stocks and gold against inflation.

5.2.1 Stocks and Inflation

Studies on examining hedging ability of stocks against inflation divided researchers
on those supporting the Fisher hypothesis (Schotman and Schweitzer 2000; Anari
and Kolari 2001; Ciner 2015) and those who found contradictory results (Lintner
1975; Jaffe and Mandelker 1976; Nelson 1976; Fama and Schwert 1977; Fama
1981; Kaul 1987; Barnes et al. 1999).

In Greece (Hondroyiannis and Papapetrou 2006) and six industrial countries
including France and Germany (Anari and Kolari 2001), short-term hedging ability
of stocks has been observed. Fama (1981) noted that the observed inverse rela-
tionship between real stock returns and inflation is spurious, because inflation acts
as a proxy for real-activity variables in models that examine stock returns and
inflation. Under this “proxy hypothesis,” stocks are positively related to expected
economic activity, while expected economic activity and inflation have a negative
relation, and thus, stocks’ prices and inflation have a negative association.

Schotman and Schweitzer (2000) confirmed, however, that when investment
horizon changes, negative inflation hedge ability of stocks becomes positive. It is
important to observe the way stocks move with inflation in longer periods
(Boudoukh and Richardson 1993), because investors hold equities for longtime
horizons. Hedging ability of stocks against inflation for long term has been
observed in UK (Luintel and Paudyal 2006), USA (Kim and Ryoo 2011), and
emerging markets (Spyrou 2004).

The similar results were examined in Spain (Gregoriou and Kontonikas 2010;
Omay et al. 2015) but in a cross-country analysis. However, Barnes et al. (1999)
examining 25 countries including Spain found a negative association between
stocks’ returns and inflation. Moreover, Ely and Robinson (1997) could not find a
significant long-term relationship between stocks and goods prices and found that
the impact of stocks on goods is insignificant. Rapach (2002) found that the series
considered for Spain are I (0), and based on that, the author could not investigate
the hedging abilities of stocks against inflation in the case of Spain.

5.2.2 Gold and Inflation

Investors have always added gold to their portfolios because of its diversification
benefits, hedging abilities against risks such as inflation, currency, political, and oil
price fluctuations (Worthington and Pahlavani 2007). Many researchers studied the
hedging ability of gold (Jaffe 1989; Aggarwal 1992; Mahdavi and Zhou 1997;
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Blose 2010; Mulyadi and Anwar 2012; Bredin et al. 2015) and observed that it is an
effective hedge against currency risk (Capie et al. 2005; Ozturk and Acikalin 2008;
Joy 2011; Sara¢ and Zeren 2014), systematic risk with even a zero-beta, and safe
haven for stocks (Baur and Lucey 2010; Baur and McDermott 2010; Gurgun and
Unalmis 2014), but only it does not hedge against oil price movements (Reboredo
2013).

To confirm the role of the gold as an inflationary hedge in USA, Worthington
and Pahlavani (2007) applied Zivot and Andrews (1992) unit root test that allows
for one structural break and cointegration test. But in the long term, gold is partially
able to hedge future inflation (Beckmann and Czudaj 2013). This result also con-
firmed better hedging ability of gold in the case of UK and the USA compared to
Japan and the Euro by applying the Markov switching vector error correction
model.

In a recent study, Shahbaz et al. (2014) stated that investment in gold is a good
hedge against inflation not only in the long run but also in the short run. Long et al.
(2013) confirmed this short-term association that gold offers hedging inflation and
their results align with the Fisher hypothesis in the case of Vietnam.

Gold is an effective hedging tool in a number of countries (among others; USA,
Pakistan, Vietnam, UK, and Japan), but the properties of gold against inflation have
not been yet studied in the case of Spain. This paper is the first to investigate the
hedging abilities of gold against inflation in the case of Spain.

5.3 Data and Methodology

5.3.1 Data

This study investigates the hedging abilities of stocks and gold against inflation by
using monthly data of consumer price index (CPI) for the period of January 1994 to
July 2015 expressed in terms of index points as a proxy for inflation. IBEX 35
index denominated in Euro with monthly frequency was used as a proxy for stocks.
Both series were obtained from DataStream (Thomson Reuters). Monthly data of
gold prices denominated in Euro were used in this analysis and were obtained from
the World Gold Council. All series are used in their logarithmic form.
In this paper, the following models are estimated:

InGold = | + B,InCPI + & (5.1)
InStock = f3; + f,InCPI ¢, (5.2)

where f3, is the intercept, ¢, is the white noise, f3, is the long-run coefficient, InCPI
is the logarithmic form of consumer price index, InGold is the logarithmic form of
gold price, and InStock is the logarithmic form of stock price.
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5.3.2 Methodology

This study employed time series econometrics techniques to examine the hedging
abilities of gold and stocks against inflation. We tested the stationarity of the series
in order to decide on the most appropriate econometrics methods. Zivot and
Andrews (1992) unit root test was used to determine whether the series are sta-
tionary or not. It is superior to other tests by taking into account structural breaks if
any exist in the series. Maki’s (2012) cointegration test was applied to examine the
existence of long-term relationship even in the existence of structural breaks. Vector
error correction models were employed to estimate the long-term coefficients.

5.3.2.1 Unit Root

Traditional unit root tests such as Dickey—Fuller test (1981) and Phillips and Perron
(1988) (PP) take serial correlation into account but do not take structural breaks into
consideration. Structural breaks occur in many time series as economic conditions
change. If these structural breaks are not taken into consideration when testing for
unit root in the time series, the results are likely to be misleading. The null
hypothesis of unit root existence would not be rejected, but it is likely to be rejected
when these structural breaks are considered. In other words, tests such as ADF and
PP may falsely show that a series is not stationary, while the opposite is true if the
structural break was included in the test.

Zivot and Andrews (1992) developed a test that allows for one structural break
and determines the time of the structural break endogenously. The test has three
different models: Model A allows for structural break in the intercept; Model B
allows for structural break in the slope; and Model C allows for structural break in
both the intercept and the slope.

5.3.2.2 Cointegration and Vector Error Correction Models (VECMs)

Maki (2012) developed a new cointegration test that assumes every period to be a
possible breaking point. The test calculates t-statistic for each of the periods; after
that, the test would compare the t-statistic results and report the periods with the
lowest t-values as structural breaks. The test allows up to five structural breaks in
the time series. All the series must be integrated of order 1 (I (1)) in order to test for
cointegration. Maki proposed four models: Model 1—with a break in the intercept
and without a trend; Model 2—with a break in the intercept and coefficients, and
without a trend; Model 3—with a break in the intercept and coefficients, and with a
trend; Model 4—with a break in the intercept, coefficients, and trend.

The test has the null hypothesis of no cointegration against the alternative
hypothesis of cointegration with i breaks (maximum five). Critical values for
Maki’s cointegration test are calculated via Monte Carlo simulations and reported in
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Maki (2012). Confirming cointegration between series indicates that there is a
long-term relationship between the two variables.

To estimate the short- and long-run coefficients, vector error correction models
(VECMs) should be applied. If the sign of the coefficient is positive, we can identify
the hedging ability of the instrument.

5.4 Empirical Results

5.4.1 Unit Root Test Results

The result of Zivot and Andrews (1992) unit root test is presented in Table 5.1.
Findings reveal that three series are not stationary at their level. But when taking the
first difference, the null hypothesis of the existence of the unit root can be rejected.
For the InStock series, the break points are April 1998 and January 2008. It is
apparent to have these break dates, because in 1998, Spain was preparing to join the
EU and 2008 is a financial crisis period that affected Spain as well. The same break
point is present in InCPI, along with other two significant structural dates: March
2002 and April 2012. In 2002, the euro currency was printed as notes and coins and
they began to circulate in the European Union (Silvia 2004). The 2012 is the year
when Standard and Poor’s Ratings Services downgraded the Spanish government’s
debt (Davies 2012) and the financial crisis became severe in Spain. It is seen that
InGold has the same break years as InStock and InCPIL.

Table 5.1 ZA (1992) tests for unit root under a single structural break

Statistics (level) Statistics (first difference) Conclusion
ZAg ZAr ZA ZAg ZAr ZA
InStock | -3.097 |-3.469 |-2.838 |-7.781" |-7.243" |-7.486" |1(1)
BY 03:2000 |06:1997 |01:2008 |04:1998 |09:2011 |08:1998
LL 3 0 3 4 4 4
InCPI -2402 |[-2240 [-0.786 [-10.05" [-9.872° [-10.04" [I(1)
BY 03:2007 | 04:2012 | 03:2002 |07:2008 | 04:2012 | 07:2008
LL 4 4 4 3 3 3
InGold |-2.689 |-2.235 |-3.179 |[-9.320" [-8.937" [-9.309" |I(1)
BY 09:2009 | 12:1997 |09:2005 |03:2012 |05:2010 | 12:2011
LL 3 3 3 2 2 2

Notes InStock is price index of Spain’s financial market; InCPI is consumer price index; InGold is
price of gold; BY is break year; and LL is lag length. All of the series are at their natural
logarithms. ZAg represents the model with a break in both the trend and intercept; ZAr is the
model with a break in the trend; and ZA; is the model with a break in the intercept

", ™, and ""denote the rejection of the null hypothesis at the 1, 5, and 10% levels, respectively
Tests for unit roots were carried out in E-VIEWS 7
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5.4.2 Cointegration

5.4.2.1 Maki Cointegration

The Johansen cointegration (1990) test does not consider structural breaks in the
series, and it might provide biased results, if there are any structural breaks in the
series. Therefore, employing Maki’s (2012) method is appropriate. Results of
cointegration test for the main effects under multiple structural breaks are given in
Tables 5.2 and 5.3.

It is shown in Table 5.2 that the null hypothesis of no cointegration can be
rejected with the existence of multiple breaks and through model 3 suggested by
Maki (2012) and that confirms the existence of the long-term relationship between
stock price and inflation. The most significant break points are July 1998, August
2007, and September 2008, which are consistent with the breaks provided by Zivot
and Andrews (1992) unit root test. Table 5.3 shows results that confirm the exis-
tence of the long-term relationship between inflation and gold as the null hypothesis
of no cointegration can be rejected.

5.4.2.2 Vector Error Correction Model Results

Based on the results from Johansen cointegration, the long-term relationship exists
between inflation and stock price and inflation and gold price.

Tables 5.4 and 5.5 present the results of VECM. Both models have a significant
speed of adjustment. For the relationship between stock price and inflation, the

Table 5.2 Maki (2012) cointegration test for the main effects under multiple structural breaks

Number of break Test statistics [critical Break points

points values]

Tg < 4 Model 3 —7.20 [-7.009]" 07:1998; 08:2001; 09:2008; 07:2011

Tg < 5 Model 3 -7.576 [-7.414]" 07:1998; 08:2001; 08:2007; 09:2008;
07:2011

Notes Main Effects Model: InStock = f (InCPI). Numbers in corner brackets are critical values at
0.05 level from Table 1 of Maki (2012) ‘
“denotes statistical significance at 0.01 level. ~"0.05; *0.1

Table 5.3 Maki (2012) cointegration test for the main effects under multiple structural breaks

Number of break points Test statistics Break points
[critical values]
Tg < 4 Model 2 -5.888 [—6.011]"" 07:1999; 12:2007; 01:2009; 07:2013

Notes Main Effects Model: InGold = f (InCPI). Numbers in corner brackets are critical values at
0.05 level from Table 1 of Maki (2012) _
“denotes statistical significance at 0.01 level. ~0.05; **0.1
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Table 5.4 Results on VECM output (InStock, InCPI)

N. Ozatac et al.

Result Variable Coefficient Standard t-statistic P-
error value

Speed of adjustment AlnStock —0.017231 0.00577 —2.98692 |0.0031

Long-run InCPI 2.927634 1.31920 2.21924 |-

relationship -1

Table 5.5 Results on VECM output (InGold, InCPI)

Result Variable Coefficient Standard t-statistic P-
Error value

Speed of A InGold -0.016148 0.00626 —2.57871 0.0105

adjustment

Long-run InCPI —4.363080 | 0.67467 —-6.46702 |-

relationship (Gl

speed of adjustment is 1.72%. It indicates that stock price converges to its long-run
equilibrium by the short-run values of inflation at 1.72% speed of adjustment. The
long-term coefficient of InCPI is equal to 2.927, which means that when InCPI
increases by 1%, InStock increases by 2.927%. It gives an important signal that
stocks can hedge inflation.

The relationship between gold price and inflation has the speed of adjustment of
1.61%, which means that gold price converges to its long-run equilibrium by the
short-run values of inflation at 1.61% speed of adjustment. The long-term coeffi-
cient of InCPI is equal to —4.363 which mean that when InCPI increases by 1%,
InGold will decrease by 4.36%. It reveals that gold cannot be utilized to hedge
against inflation.

5.5 Conclusion

During times of financial crisis and difficulties, investors often seek to lessen the
risk associated with investments, especially the risk of inflation. The hedge prop-
erties of stocks and gold against inflation are well covered in the literature.
However, studies examining the case of Spain are very limited. This study exam-
ined the long-run hedging abilities of stocks and gold against inflation in the case of
Spain. Due to the structural changes occurring in the gold’s market, stocks’ market,
and consumer prices, this study used Zivot—Andrews unit root test that allows for
one structural break and Maki’s cointegration that allows to up to five structural
breaks to determine the structural breaks affecting the long-term relationship
between gold and inflation and stocks and inflation. We applied data covering the
period of January 1994-July 2015 to examine the long-run relationship and
investigate the hedging properties of both gold and stocks.
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The results confirm the existence of long-term relationship between both stocks
and inflation and gold and inflation with several structural breaks. The main
structural breaks that affected the hedging ability of gold and stocks are 1999, the
global financial crisis years, and 2012. In 1999, Spain joined the EU and started
converting its currency to euro, and in 2012, the financial crisis became severe in
Spain.

Vector error correction models provided the long-run coefficients that were
significant for both models. Gold and inflation model had a negative coefficient of
—4.36 which indicates that gold cannot serve as a hedging tool against inflation. On
the other hand, stock and inflation model had a positive coefficient of 2.927, which
is bigger than one, implying that over the long run, stocks can act as an inflationary
hedge. Results are in favor of Fisher’s general hypothesis.
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Chapter 6
Is There a Relation Between HDI
and Economic Performances?

Efehan Ulas and Burak Keskin

Abstract The aim of this study is to compare the economic performances of 20
selected countries, in terms of their growth rate, for the period 2010-2014. We
include economic performance indicators as growth rate, GDP per capita, youth
unemployment, inflation rate, and account balance. Firstly, AHP is used for the
determination of the weights for indicators. Then, ranking is carried out with
TOPSIS analyses. Results show that the best performance is showed by Germany.
In addition, mean HDI (Human Development Index) scores for the period 2010-
2014 are calculated and countries are ranked. To understand the effect of HDI on
economic performances, we investigated the relationship between these two find-
ings with Spearman’s rank correlation coefficient. It is clear that there is a positive
correlation between HDI and economic performances.

Keywords TOPSIS - AHP - Economic performance - HDI

6.1 Introduction

In last decades, many countries have achieved varying levels of economic devel-
opments. Furthermore, the development rate changes over time. For instance, the
rate is decreased if the country is developed. However, other factors are important
to understand the economic performance in such countries. Main indicators of
improvement play an important role for ranking in economic performance in
countries. In many countries, the conduct of a nation’s economic policy usually has
four goals: unemployment, trade balance, GDP per capita, and inflation. The
Organization for Economic Cooperation and Development (OECD) generally used
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these indicators for calculating economic performances of countries. Economic
growth has impact on nation’s voice on an international scale as well as competes
with the other nations in other fields such as military, politics, international treaty,
and so on.

The aim of this study is to deliver a report for economic performance in 20
European countries between the years 2010-2014. Our study utilises the Okun’s
Misery Index, which comprises of unemployment rate and inflation rate.
Furthermore, we consider OECD’s magic diamond measures which are growth of
GDP, inflation rate, unemployment rate, and the GDP-normalized trade balance.
Five different indicators are used in this study to evaluate economic performance for
each nation. GDP per capita is considered as one of the key indicators which is
reflecting a society’s welfare and improvement of global competitiveness. Youth
unemployment has impact on nation’s economic growth. Inflation as measured by
the consumer price index reflects the annual percentage change in the cost to the
average consumer of acquiring a basket of goods and services that may be fixed or
changed at specified intervals, such as yearly. So that it is one of the important
factors that affect economic performance. We also consider current account balance
and growth rate for economic performance ranking.

In this study, the weights of indicators are determined with analytic hierarchy
process (AHP) between the years 2010-2014. Economic performances are calcu-
lated and ranked using the method called Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS) approach. Furthermore, results will be
compared with mean of Human Development Index (HDI) for the years
2010-2014.

6.2 Literature Review

There are many studies in the literature-related economic performances. Some
studies had focused on economic growth rates of developing—developed countries,
and some of them had focused on region of nations. Literature review on economic
performances of different countries is as follows:

Ashourian (2012) used multiple attribute decision making (MADM) method to
study the rank of performance of selected Middle East and North Africa (MANA)
countries. This approach is a management science technique that is popularly used
to rank indicated that the MENA countries achieved higher values of desirable
attributes.

Cam et al. (2015) analyzed financial performances of textile firms publicly traded
in The Borsa Istanbul via TOPSIS method by using financial rates in 2010-2013.
They calculated rates for financial performance and measurements have been con-
verted to one single score through TOPSIS method and firms have been ranked.
After, in the next step, the TOPSIS ranking score is compared with the ranking using
traditional performance indicators. They found that TOPSIS performance scores
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show variability in the term and do not match with rankings which are done using
traditional performance measurement.

Chattopadhyay and Bose (2015) studied composite indicator design to sum-
marize in a single statistic variety of different facets of macroeconomic performance
and assessed relative performances of countries with six different indicators which
are the growth rate of real GDP, real per capita GDP, unemployment rate, fiscal
balance, rate of inflation, and current account balance. They first calculated the
performance scores obtained from TOPSIS method and the country rankings in
each year according to those scores. Then, rankings are summarized in terms of
measures which together depict the degree of stability or disarray in country-wise
rankings over the years. Correspondence analysis (CA) is applied for providing a
graphical display of the status of rankings elegantly which summarizes the
cross-sectional variability in the relative positions of countries.

Mandic et al. (2014) proposed a multi-criteria fuzzy model that eases financial
performance where TOPSIS approach is used to rank the banks and they used the
data collected from Serbian banks between the years 2005 and 2010.

Bao et al. (2010) investigated the application of the classical TOPSIS method,
for which crisp numerical values replace the linguistic assessments that might face
some practical problems because of vague judgment. They use the TOPSIS
approach proposed to make a more rational decision.

Gustav (2004) discussed that human development may be a necessary prereq-
uisite for long-term sustainable growth. It may exhibit threshold effects, in the sense
that nations must attain a certain HD level before future economic growth becomes
sustainable.

6.3 Methodology

Analytic hierarchy process (AHP) and TOPSIS method are applied to the selected
indicators to evaluate economic performance of nations between the years 2010 and
2014. The countries are selected from their growth rate. 20 European countries
which have the highest GDP rates are included in this study. AHP is used to
determine weights of criteria that are subsequently inserted to weighted decision
matrix in TOPSIS approach. The implementation is carried out with R statistical
software and Excel Solver.

6.3.1 Analytic Hierarchical Process (AHP)

In this study, AHP approach is used to determine weighting of the components of
the economic performance. Table 6.1 presents possible classification of the strength
of preferences. This nine fundamental scale is introduced by Saaty and Alexander in
1981. The calculation procedure is clearly explained by Wabalickis (1987). Firstly,
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Table 6.1 The fundamental AHP scale

E. Ulas and B. Keskin

Intensity of | Definition Explanation
importance
1 Equal importance Two activities contribute equally
3 Moderate importance Experience and judgement slightly
favor
5 Strong importance Experience and judgement strongly
favor
7 Very strong importance An activity is strongly favored
9 Absolute importance Highest possible order
2,4,6,8 Intermediate values When compromise is needed
Reciprocals | If activity i has one of the above
numbers assigned to it when compared
with activity, then j has the reciprocal
value when compared with i
Rationals Ratios arising from the scale If consistency were to be forced by

obtaining a numerical values to
span the matrix

Source Saaty (1987)

each element of the pairwise comparison matrix is divided by the sum of the
column. Then, obtained new matrix rows are summed and mean of the rows is
taken. Same process is repeated for each column and final matrix is found as
weighted matrix. This process is done for countries and indicators separately. Then,
final weighted matrix is obtained by multiplying country and indicator matrix.

6.3.2 TOPSIS

After weights are calculated with AHP approach, TOPSIS is used to rank the
economic performances of nations. It is a distance-based approach and TOPSIS is a
method that is used for multi-attribute decision making by ranking the alternatives
according to the closest between the alternative and ideal. TOPSIS has four
assumptions (Opricovic and Tzend 2004);

1. A quantitative value, w;, can be assigned to each criterion, K;, representing its
importance.

2. For each K;, a quantitative value, Vj;, can be assigned to each alternative, o,
representing the performance of o; on the basis of K;.

3. The performance of each alternative relative to each criterion can be evaluated
on the basis of a common scale.

4. The criteria are different and mutually independent.
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The computational procedure of TOPSIS method is provided by Mahmoodzadeh
et al. (2007) as follows:

1. An n X g matrix contains the raw consequence data for all alternatives against
all criteria.

2. Vector normalization: Each o; is assigned a quantitative value, each K; repre-
senting the performance of o;:

" Vij
Vi = (6.1)

>N

3. Assign weights to criteria:

i=1

4. Define the ideal and anti-ideal point: Set the ideal point, a*, and anti-ideal
point, a. For a benefit criterion ¢;, vj(a™) = max v} and v;(a”) = min v;; for a
cost criterion, cx, vj(a~) = max v and v;(a™) = min vi.

5. Calculate the separation measures using Euclidean distance, where U(v;) is a
weighted value:

b = ¢Z U((o) = U7) - U((s) - U ) 63

o = \/Z U((vs) = U7) - U((vy) = U7) (6.4)

6. Calculate the relative closeness to the ideal solution. The overall value, U(q;), of
each g; is calculated using the following:

Ula) = (6.5)

6.4 Implementation and Results

The dataset is obtained directly from World Bank Web site for the period 2010-
2014. So that dataset which is used in this study is reliable. Some countries are
eliminated from the dataset due to their growth rate because first 20 countries with
the highest growth rate are included in this study. The analysis was carried out with
the statistical software R and Excel. The weights are calculated with AHP approach.
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Then, ranking is done with TOPSIS method. Five important indicators that are
affecting the economic performances are selected. The selected indicators are GDP
per capita, youth unemployment, inflation, account balance, and growth rate.
Indicators were selected based on the survey literature mentioned at the previous
section.

The weights and descriptive statistics for indicators can be seen in the Table 6.2.

Table 6.3 gives the mean scores of countries for the years 2010-2014. The
analysis was carried out with these mean scores. The first 20 countries with the
highest growth rate in Europe are included in this study. Countries included in this
paper can be seen in the table below. AHP approach is used to determine weights
for indicators. Calculated weights for each indicator are given in Table 6.1. These

Table 6.2 Descriptive statistics

Growth Youth Inflation | GDP per Account

rate unemployment capita balance
Weights 0.2833 0.1806 0.2024 0.1826 0.1511
Mean 0.2 21.88 1.74 47.80 16.51
S.D 1.7278 12.3130 0.7924 19.2604 63.3008
Max 3.16 51.78 4.10 97.09 239
Min —4.89 8.26 0 21.90 —99.62

Table 6.3 Mean scores of countries between 2010 and 2014

Country Growth rate Youth Inflation GDP per Current
unemployment capita balance
1. England 1.96 19.62 2.92 41.43 —99.62
2. France 1.01 23.18 1.39 43.51 —32.48
3. Germany 2.01 8.32 1.52 46.57 239.0
4. Luxembourg 3.16 17.00 2.14 75.70 3.30
5. Netherland 0.51 9.58 1.91 52.90 84.53
6. Spain —-0.78 51.78 1.74 30.42 —20.42
7. Italy —-0.54 35.18 1.76 36.21 —18.06
8. Slovenia 0.23 18.92 1.64 23.80 1.37
9. Denmark 0.54 13.58 1.76 61.21 20.51
10. Switzerland 1.91 8.26 0.00 82.34 63.40
11. Norway 1.45 8.80 1.71 97.09 57.81
12. Austria 1.23 8.80 2.23 49.95 6.34
13. Sweden 2.39 23.84 0.96 58.32 38.52
14. Belgium 1.20 21.50 2.00 47.26 1.25
15. Ireland 1.95 28.00 0.80 44.20 7.20
16. Portugal —-0.84 32.90 1.57 21.90 —7.82
17. Finland 0.52 19.18 1.99 49.08 —-0.33
18. Greece —4.89 48.62 1.46 24.80 —12.28
19. Cyprus 0.96 18.32 1.68 19.08 —3.06
20. Iceland 297 25.30 2.33 13.22 —19.62
21. World 2.81 13.86 3.45 10.21 15.71
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scores are 0.2833, 0.1806, 0.2024, 0.1826, and 0.1511 for growth rate, youth
unemployment, inflation, GDP per capita, and account balance, respectively. The
mean score for “world” is added to data for the purpose of comparison.

After weights are calculated, the decision matrix is created and normalized
decision matrix is obtained from formula (6.1). Then, the normalized values are
multiplied by weights and weighted normalized decision matrix is obtained which
is shown in Table 6.3. Furthermore, positive ideal and negative ideal scores are
calculated. Maximum value in each column of matrix is selected for positive ideal
set and minimum value in each column of matrix is selected for negative ideal set.

Positive Ideal: {0.0962, 0.0147, 0.000, 0.0632, 0.1225}
Negative Ideal: {—0.1489, 0.0922, 0.1197, 0.0143, —0.0511} (Table 6.4).

Separation measures from the ideal positive and ideal negative for each country
are calculated. Formula (6.5) is used for calculating relative closeness. Ranking of
countries in terms of their economic performance can be seen in Table 6.5.
Germany is found as the country that shows the best economic performance.

Table 6.4 Weighted normalized decision matrix of countries

Country Growth rate | Youth unemployment | Inflation | GDP per capita | Current balance
1. England 0.0597 0.0349 0.0853 0.0270 —0.0511
2. France 0.0308 0.0413 0.0406 0.0283 —-0.0167
3. Germany 0.0612 0.0148 0.0444 0.0303 0.1225
4. Luxembourg 0.0962 0.0303 0.0625 0.0493 0.0017
5. Netherland 0.0155 0.0171 0.0558 0.0344 0.0433
6. Spain —0.0238 0.0922 0.0508 0.0198 —0.0105
7. Ttaly —0.0164 0.0627 0.0514 0.0236 —0.0095
8. Slovenia 0.0070 0.0337 0.0479 0.0155 0.0007
9. Denmark 0.0164 0.0242 0.0514 0.0398 0.0105
10. Switzerland 0.0582 0.0147 0.0000 0.0536 0.0325
11. Norway 0.0442 0.0157 0.0499 0.0632 0.0296
12. Austria 0.0375 0.0157 0.0651 0.0325 0.0033
13. Sweden 0.0728 0.0425 0.0280 0.0380 0.0197
14. Belgium 0.0365 0.0383 0.0584 0.0308 0.0006
15. Ireland 0.0594 0.0499 0.0234 0.0288 0.0037
16. Portugal —0.0256 0.0586 0.0458 0.0143 —0.0040
17. Finland 0.0158 0.0342 0.0581 0.0319 —0.0002
18. Greece —0.1489 0.0866 0.0426 0.0161 —0.0063
19. Cyprus —0.0509 0.0487 0.0368 0.0189 —0.0007
20. Iceland 0.0323 0.0235 0.1197 0.0262 0.0000
21. World 0.0856 0.0247 0.0604 0.0066 0.0081
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Table 6.5 Topsis S+, 5, C*  Country o S or Ranking

seores 1. England 02012 | 02194 |05217 |14
2. France 0.1650 02062 |05555 |11
3. Germany 0.0654 02936 |0.8178
4. Luxembourg 0.1376 0.2668 0.6597 5
5. Netherland | 0.1293 | 02147 | 0.6241
6. Spain 02063 |0.1486 |0.4188 |18
7. Ttaly 0.1914 |0.1578 04518 |16
8. Slovenia 0.1665 |0.1886 |05311 |13
9. Denmark 0.1490 02027 05764 |10
10. Switzerland | 0.0982 | 02678 | 07317 | 2
11. Norway 0.1176 02386 |0.6698 | 4
12. Austria 0.1512 02165 |05887 | 8
13. Sweden 0.1154 02561 |0.6895 | 3
14. Belgium 0.1531 02098 05781 | 9
15. Ireland 0.1358 02401 |0.6387 | 6
16. Portugal 0.1931 |0.1550 04453 |17
17. Finland 0.1620 |0.1929 |05435 |12
18. Greece 02930 |0.0893 02336 |20
19. Cyprus 02032 |0.1447 04160 |19
20. Iceland 0.1868 02007 |05180 |15

Switzerland, Sweden, Norway, and Luxembourg are followed, respectively. If we
include world as a country in this study, it takes the rank of 4th place. In order to
make comparison for economic performances, Human Development Index values
are ranked and compared with economic performance ranking which is found in
this study.

Human development has important effects on economic growth. More specifi-
cally, each of the components of human development is likely to have a distinct
impact on economic growth. Thus, to understand its effect on economic perfor-
mances, we compared mean HDI scores with economic performances found using
TOPSIS analysis. Mean scores of HDI values for 2010-2014 can be seen in
Table 6.6. The first 20 countries in ranking of economic performances and the first
20 countries which get the highest HDI scores are compared. To see the correlation
between HDI and economic performances, Spearman’s rank correlation is calcu-
lated. Correlation coefficient is found as 0.804 and p-value is 1.09e—05. It is clear
that there is a strong correlation between HDI and economic performances. Also,
we observed that 8 countries which are Germany, Switzerland, Sweden, Norway,
Ireland, Netherland, Belgium, and Denmark appeared in the first 10 countries for
both HDI ranking and economic performance ranking.
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Table 6.6 Mean HDI values and rankings for 2010-2014

Country 2010 2011 2012 2013 2014 Mean Ranking
1. England 0.906 0.901 0.901 0.902 0.907 0.903 8
2. France 0.881 0.884 0.886 0.887 0.888 0.885 12
3. Germany 0.906 0911 0.915 0.915 0.916 0913 5
4. Luxembourg 0.738 0.751 0.756 0.759 0.761 0.889 11
5. Netherland 0.909 0.919 0.92 0.920 0.922 0.918 4
6. Spain 0.867 0.870 0.874 0.874 0.876 0.8722 16
7. Italy 0.869 0.873 0.872 0.873 0.873 0.872 17
8. Slovenia 0.783 0.79 0.795 0.797 0.798 0.878 15
9. Denmark 0.908 0.920 0.921 0.923 0.923 0.92 3
10. Switzerland 0.924 0.925 0.927 0.928 0.93 0.927

11. Norway 0.94 0.941 0.942 0.942 0.944 0.942

12. Austria 0.879 0.881 0.884 0.884 0.885 0.882 13
13. Sweden 0.901 0.903 0.904 0.905 0.907 0.904 7
14. Belgium 0.883 0.886 0.899 0.888 0.89 0.889 10
15. Ireland 0.908 0.909 0.91 0912 0.916 0911 6
16. Portugal 0.819 0.825 0.827 0.828 0.830 0.826 20
17. Finland 0.878 0.881 0.882 0.882 0.883 0.881 14
18. Greece 0.866 0.864 0.865 0.863 0.865 0.865 18
19. Cyprus 0.863 0.866 0.867 0.868 0.87 0.85 19
20. Iceland 0.829 0.833 0.838 0.84 0.843 0.897 9

6.5 Conclusion

In this study, economic performances of 20 European countries for the period
2010-2014 are analyzed. Indicators used to measure the economic performances of
those countries have been identified. Indicators that are included in these analyses
are growth rate, youth unemployment, inflation, GDP per capita, and account
balance. The weights are determined with the criteria by using AHP. Weights for
growth rate, youth unemployment, inflation, GDP per capita, and account balance
are found as 0.2833, 0.1806, 0.2024, 0.1826, and 0.1511, respectively.
Furthermore, TOPSIS is used to evaluate ranking of 20 European countries. Highest
and lowest economic performance rank is highlighted.

After mean HDI scores are calculated and ranked for the years 2010-2014,
ranking of economic performances and HDI scores are compared. We found
association between HDI and economic performance measured by Spearman’s rank
correlation coefficient (value of 0.804). Furthermore, 8 countries appeared in the top
10 countries for both HDI ranking and economic performance ranking. For the
following studies, different indicators and more countries will be analyzed.
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Chapter 7
Foreign Capital Inflows and Stock Market
Development in Turkey

Yilmaz Bayar

Abstract Cross-country capital flows have increased substantially due to accel-
erating globalization as of 1990s, and these increases have important economic
implications for all the countries. This study investigates the causal relationship
among foreign capital inflows including foreign direct investment, foreign portfolio
flows, remittances, and stock market development in Turkey during the period
January 1992-December 2015 using Hacker and Hatemi-J (Appl Econ 38
(13):1489-1500, 2006) bootstrap causality test. We found that there was unidi-
rectional causality from foreign direct investment inflows to stock market devel-
opment and unidirectional causality from stock market development to foreign
portfolio investments.

Keywords Foreign direct investment inflows - Foreign portfolio investments -
Remittances, stock market development - Causality analysis

7.1 Introduction

Foreign capital flows generally takes place in two ways direct investments or
portfolio investments. On the other hand, remittances also became an important
financing source as a result of increasing mobility of the work force and capital
together with globalization process. Foreign direct investment (FDI) inflows
increased to 1.561 trillion USD (United States dollars) in 2014 from 10.17 billion
USD in 1970, and portfolio equity investments increased to 1.086 trillion USD
from 1.36 billion USD during the same period (World Bank 2016a, b). On the other
hand, remittances reached 510.87 billion USD in 2014 from 1.93 billion USD in
1970 (World Bank 2016c¢). International capital flows have increased significantly
together with the economic and financial globalization, although serious contrac-
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tions sometimes have been seen in the flows of foreign private flows especially
during the periods of economic and political crises.

Foreign capital inflows may contribute to the development of stock markets
through diverse channels. First, foreign capital inflows to the domestic firms gen-
erally cause the increases in the current market values of these firms and in turn
increase the stock market capitalization. Secondly, foreign capital inflows foster the
development of stock markets through strengthening capital structure and raising
institutionalization which also increases the profitability of firms and in turn their
market values (Evrim-Mandaci et al. 2013, p. 54). Finally, there has been consensus
about positive relationship between FDI, remittances, and economic growth in the
literature [see Li and Liu (2005), Gui-Diby (2014) and Iamsiraroja and Ulubasoglu
(2015)]. Positive economic growth also means the increase in profitability of the
firms, this in turn increases the value of firms and contribute to the development of
stock markets. Also there has been consensus on the positive relationship between
stock market development and economic growth in the literature [see Enisan and
Olufisayo (2009), Cooray (2010), Nyasha and Odhiambo (2015) and Pradhan et al.
(2015)]. In other words, there is bidirectional causality between stock market
development and economic growth, and these two indicators feed each other. On
the other hand, foreign capital inflows increase the funds in the economy and in turn
contribute to the development of financial intermediation via financial markets.
Countries generally improve their institutional quality and try to create a
market-friendly environment to attract to foreign capital inflows, these efforts also
contribute to the development of stock markets [see Henry (2000), Desai et al.
(2006), Soumaré and Tchana (2014)].

Turkey followed a protective policy of import substituting industrialization for a
long time during 1960-1980 period, but then shifted from mixed capitalism to free
market economy and began to follow the export-oriented growth strategy overcome
the prevailing economic problems with 24 January 1980 decisions. In this context,
barriers on the movement of capital, goods and services across countries were
loosed gradually, and Turkish economy began to integrate with global economy by
restructuring the economy. The government let interest rates, foreign exchange
rates, and prices of goods and services to be determined by market forces and tax
incentives were put into action to attract FDI. Moreover, interbank market was
established in 1986, and Borsa Istanbul was established in 1985, and stock trading
commenced as of 3 January of 1986 (Bora Istanbul 2016a). But liberalization of
economy with inadequate regulations, corruption, and weak economic fundamen-
tals led many financial and political crises during the period 1980-2000. As a
consequence, frequent financial crises and political instability have caused signif-
icant contractions in foreign portfolio investments and retarded FDI inflows despite
the improvements in Turkish economy during this period as seen in Chart 1. But
transition to the strong economy program was put into action after February 2001
crisis, and this program created an environment of confidence in a short time by
restructuring economy and public administration (CBRT 2016a). Thus, emergent
relatively better economic and political stability contributed to the significant
increases in FDI net inflows and foreign portfolio net investments as of 2002.
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Fig. 7.1 FDI net inflows, foreign portfolio net investments, and remittances (million USD)
(1992-2015). Source Authors’ own elaboration based on data from CBRT (Central Bank of the
Republic of Turkey) (2016b)

However, recent crises caused contractions in foreign capital inflows as seen in
Fig. 7.1.

This study investigates the causality between foreign net capital inflows and
stock market development in Turkey during the period January 1992-December
2015 by using bootstrap Granger causality test developed by Hacker and Hatemi-J
(2006). The study is organized as follows: The next section overviews the relevant
literature, Sect. 7.3 describes data and econometric methodology and Sect. 7.4
presents empirical analysis and major findings, and Sect. 7.5 concludes the study.

7.2 Literature Review

Extensive empirical studies have been conducted on the nexus between stock
market development—economic growth and the macroeconomic and institutional
determinants of stock market development. Relatively, few ones from these studies
have focused on the impact of foreign capital inflows on stock market development.
These studies generally have found that foreign direct investment inflows, foreign
portfolio investments, and remittances had positive impact on the development of
stock market [see Claessens et al. (2001), El-Wassal (2005), Billmeier and Massa
(2007), Adam and Tweneboah (2009), Malik and Amjad (2013), Evrim-Mandaci
et al. (2013) and Raza et al. (2015)].

Calderon-Rossell’s (1991) study was a pioneer one on the determinants of stock
market development and suggested that economic development level and stock
market liquidity were major determinants of stock market development. Then many



74 Y. Bayar

studies have modified this basic model by including more macroeconomic and
institutional variables [see Garcia and Liu (1999), Naceur et al. (2007), Yartey
(2010)]. In literature review of this study, we focus only on the empirical studies
which investigated the relationship between foreign capital flows and stock market
development.

In one of these studies, Claessens et al. (2001) investigated the relationship
between FDI and stock market development in 77 countries during the period
1990-2000 by using panel regression and found that FDI had positive impact on
stock market development. On the other hand, El-Wassal (2005) examined the
impact of economic growth, financial liberalization, and foreign portfolio invest-
ments on stock market development in 40 emerging market economies during the
period 1980-2000 by using panel regression and found that foreign portfolio
investments had positive impact on stock market development. Billmeier and Massa
(2007) also investigated the impact of institutions and remittances on stock market
development in 17 Middle East and Central Asian countries during the period
1995-2005 and found that remittances had positive impact on stock market
development.

In another study, Adam and Tweneboah (2009) investigated the relationship
between FDI and stock market development in Ghana during the period January
1991-April 2006 by using Johansen cointegration test and impulse-response and
variance decomposition and found that FDI had positive impact on stock market
development. Kaleem and Shahbaz (2009) examined the nexus between FDI and
investment and stock market development in Pakistan during the period 1971-2006
by using ARDL (AutoRegressive Distributed Lag)-bound testing approach and
found that FDI had positive impact on stock market development.

Malik and Amjad (2013) also examined the impact of FDI on stock market
development in Pakistan during the period 1985-2011 by using Johansen
co-integration and Granger causality tests and regression and found that FDI had
positive impact on stock market development. On the other hand, Evrim-Mandaci
et al. (2013) investigated the impact of FDI, remittances, and credits to the private
sector by banks on stock market development in 30 countries during the period
1960-2007 by using panel regression and found that FDI and remittances had
positive impact on stock market development.

Ayaydin and Baltac1 (2013) examined the impact of corruption, banking sector,
and major macroeconomic variables including FDI on stock market development in
42 emerging market economies during 1996-2011 period and found that FDI had
positive impact on stock market development. On the other hand, Raza and Jawaid
(2014) investigated the impact of FDI, remittances, and economic growth on stock
market development in 18 Asian countries during the period 2000-2010 by using
ARDL cointegration and Toda and Yamamoto (1995) causality test and found that
FDI had negative impact on stock market development and remittances had no
significant impact on stock market development. Soumaré and Tchana (2014) also
investigated the causality between FDI and stock market development in 29
emerging markets during the period 1994-2006 and found that there was
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bidirectional causality between FDI and stock market and FDI and stock market
development simultaneously affect each other positively.

Zhou et al. (2015) investigated the relationship between major macroeconomic
variables including FDI and stock market development in Cameroon during the
period 2006-2011 by using dynamic panel regression and found that FDI and
private capital flows had positive impact on stock market development. Finally,
Raza et al. (2015) investigated the impact of FDI and remittances on stock market
development in Pakistan during the period 1976-2011 by using ARDL cointe-
gration and found that FDI had positive impact on stock market development.

7.3 Data and Econometric Methodology

We investigate the casual relationship among foreign direct investment inflows,
foreign portfolio investments, remittances, and stock market development in Turkey
during the period January 1992-December 2015 by employing bootstrap Granger
causality test developed by Hacker and Hatemi-J (2006).

7.3.1 Data

We used the monthly data of stock market capitalization as proxy for stock market
development. On the other hand, we used net inflows of foreign direct investment
and foreign portfolio investments as proxy for foreign capital inflows. Finally, we
included remittances in the model, because it also has become an important
financing source especially for developing and emerging market economies. Our
study period and sample were determined by data availability. The variables used in
the econometric analysis, their symbols, and data sources were presented in
Table 7.1.

We benefited from EViews 9.0 and Gauss 11.0 software packages for the
econometric analysis. The descriptive statistics and correlation matrix of the vari-
ables in the study are presented in Table 7.2.

Table 7.1 Data description

Variables Symbol Source

Stock market capitalization (million USD) SMC Borsa Istanbul
(2016b)

Foreign direct investment, net inflows (million USD) FDI CBRT (2016b)

Foreign portfolio investments, net inflows (million PORTF

USD)

Remittances (million USD) REM

Source Authors’ own elaboration
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Table 7.2 Descriptive statistics and the correlation matrix of the variables in the study

Statistics SMC FDI PORTF REM
Mean 125,431.0 608.7735 576.3554 183.4007
Median 84,678.63 237.0000 227.0000 125.0000
Maximum 340,580.0 6837.000 9061.000 574.0000
Minimum 9059.920 —697.0000 —4880.000 43.00000
Std. dev. 101,192.6 891.2180 1726.461 124.4208
Skewness 0.530269 3.183693 0.885906 0.986394
Kurtosis 1.768702 18.13659 6.420794 2.922498
Correlation matrix

SMC 1.000000 0.532486 0.366568 —0.565081
FDI 0.532486 1.000000 0.128010 —0.404381
PORTF 0.366568 0.128010 1.000000 —0.247756
REM —0.565081 —0.404381 —0.247756 1.000000

7.3.2 Econometric Methodology

In this study, we analyzed the causality between foreign capital inflows and stock
market development by Hacker and Hatemi-J (2006) causality test. First, integration
level of the variables and optimal lag length of the model should be determined
before the causality test. We will test the stationarity of the variables by Augmented
Dickey—Fuller (ADF) (1981) and Phillips and Perron (PP) (1988) unit root tests and
then investigated the causality among the variables by Hacker and Hatemi-J (2006)
causality test.

Hacker and Hatemi-J (2006) causality test is based on Toda and Yamamoto
(1995) causality test. VAR (p + dmax) process of the series is estimated as in the
following equation.

Vi =VF+AY 1+ Ayt +AP+dyt7(p+d) + (7.1)

In this equation, y, represents the vector of k independent variables, v represents
constant vector, and g, represents error term vector, A represents parameter matrix.
On the other hand, p is optimal lag length of VAR model and dp,x is maximum
integration level among the variables. Therefore, it should not be required that the
variables are stationary (Hacker and Hatemi-J 2006). Hacker and Hatemi-J (2006)
causality test uses bootstrap distribution instead of chi square distribution unlike
from Toda and Yamamoto (1995) causality test and the critical values of the test are
obtained by bootstrap simulation. Bootstrap method resamples the dataset to esti-
mate the distribution of test statistics and thus it reduces the deviations by obtaining
more accurate critical values. Also this method is not sensitive to normality
assumption and regards autoregressive conditional heteroscedasticity (Hacker and
Hatemi-J 2006)
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7.4 Empirical Analysis

7.4.1 Unit Root Test

We tested the stationarity of the variables by ADF (1981) and PP (1988) unit root
tests and the results were presented in Table 7.3. The results showed that FDI,
PORTF, and REM were stationary at the level, because the probability values in
parentheses were lower than 0.05. However, SMC was not stationary at the level
but became stationary after first-differencing. So our maximum integration level
was found to be 1. On the other hand, we established a VAR model and found the
optimal lag length of the model as 5.

7.4.2 Hacker and Hatemi-J (2006) Bootstrap Causality Test

First, we employed traditional Granger (1969) causality test to investigate the
causality among the variables, and the results were given in Table 7.4. The results
indicated there was unidirectional causality from stock market capitalization and
remittances to foreign portfolio investments and unidirectional causality from
remittances to FDI inflows.

We also applied bootstrap Granger causality test developed by Hacker and
Hatemi-J (2006) to determine the causality between indicators of foreign capital net

Table 7.3 Results of ADF and PP unit root tests

Variables ADF (1981) PP (1988)
Constant Constant+trend Constant Constant+trend
SMC —1.503052 —2.790872 —1.497098 —2.895421
(0.5308) (0.2019) (0.5339) (0.1656)
d (SMC) —16.29392 —16.27061 —16.28556 —16.26127
(0.0000)*** (0.0000)%** (0.0000)*** (0.0000)%#**
FDI —2.434785 —3.600293 —14.52418 —16.85096
(0.1331) (0.0315)%*%** (0.0000)#** (0.0000)#**
d (FDI) —17.77982 —17.74664 —67.42581 —67.24238
(0.0000)*** (0.0000)*** (0.0001)*** (0.0001)***
PORTF -11.76707 —12.34802 —12.97582 —13.09853
(0.0000)**%* (0.0000)*** (0.0000)*%** (0.0000)***
d (PORTF) —12.82751 —12.81418 —104.1309 —102.0566
(0.0000)%3* (0.0000)%3#* (0.0001)%*s** (0.0001 )%=
REM —2.033031 —4.197150 —2.781984 —4.023333
(0.2726) (0.0051)*** (0.0621)* (0.0090)#**
d (REM) —10.90799 —10.88755 —27.13171 —27.63361
(0.0000)**%* (0.0000)*** (0.0000)#*** (0.0000)#**

##k %% and *, respectively, indicates that it is significant at 1, 5, and 10% significance levels
Source Authors’ own elaboration based on the results of ADF and PP unit root tests
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Table 7.4 Results of Granger causality test

Y. Bayar

H, hypotheses (no causality) F-statistic Prob.
FDI — DSMC 1.86939 0.1561
DSMC — FDI 0.98387 0.3752
PORTF — DSMC 0.36018 0.6979
DSMC — PORTF 3.99571 0.0195%*
REM — DSMC 0.26414 0.7681
DSMC — REM 0.13090 0.8774
PORTF — FDI 0.30817 0.7350
FDI — PORTF 0.98794 0.3736
REM — FDI 8.00039 0.0004%**
FDI — REM 1.36419 0.2573
REM — PORTF 4.17137 0.0164**
PORTF — REM 0.27339 0.7610

*#% %% and *, respectively, indicates that it is significant at 1, 5, and 10% significance levels
Source Authors’ own elaboration based on the results of Granger (1969) causality test

Table 7.5 Results of bootstrap Granger causality test

H hypotheses (no causality) Test value Critical values
1% 5% 10%

FDI — SMC 12.452%* 16.972 11.692 9.661
SMC — FDI 7.098 16.833 11.922 9.646
PORTF — SMC 7.240 15.319 11.319 9.437
SMC — PORTF 15.906%** 15.477 11.375 9.377
REM — SMC 2.661 15.512 11.467 9.440
SMC — REM 3.954 15.595 11.297 9.429
PORTF — FDI 10.397* 16.380 11.847 9.627
FDI — PORTF 5.549 15.673 11.236 9.227
REM — FDI 0.760 16.682 11.576 9.450
FDI — REM 3.904 17.200 11.935 9.747
REM — PORTF 2.443 15.551 11.159 9.241
PORTF — REM 3.202 15.841 11.415 9.448

##k %% and *, respectively, indicates that it is significant at 1, 5, and 10% significance levels
Source Authors’ own elaboration based on the results of Hacker and Hatemi-J (2006) bootstrap

causality test

inflows and stock market development, and the results were presented in Table 7.5.
The results indicated that there was unidirectional causality from FDI inflows to
stock market development and unidirectional causality from stock market capital-
ization to foreign portfolio investments and unidirectional causality from foreign
portfolio investments to foreign direct investment inflows. Our findings indicated
that FDI inflows are a component of stock market development, and in turn stock
market development caused foreign portfolio investments.
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7.5 Conclusion

We examined the impact of foreign direct investment inflows, foreign portfolio
investments, and remittances on stock market development in Turkey during the
period January 1992-December 2015 by employing traditional Granger (1969)
causality test and bootstrap Granger causality test developed by Hacker and
Hatemi-J (2006). Both causality tests yielded different results. On the one hand,
bootstrap causality test indicated that there was unidirectional causality from for-
eign direct investment inflows to stock market development and unidirectional
causality from stock market capitalization to foreign portfolio investments and
unidirectional causality from foreign portfolio investments to foreign direct
investment inflows. On the other hand, traditional Granger causality test indicated
there was unidirectional causality from stock market capitalization and remittances
to foreign portfolio investments and unidirectional causality from remittances to
FDI inflows.

Our findings are consistent with the findings of empirical studies in the literature
and supported that FDI contributed to the stock market development. This study
also verified that FDI inflows are very important for the countries, because our
findings mean that FDI inflows also affect economic growth through stock market
development considering the prevailing consensus about positive relationship
between stock market development and economic growth in the literature.
Therefore, countries especially with insufficient capital and technology should take
measures to attract FDL
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Chapter 8

Count Data Modeling About

Relationship Between Dubai Housing Sales
Transactions and Financial Indicators

Olgun Aydin, Elvan Akturk Hayat and Ali Hepsen

Abstract In this study, illustrating and comparing the performances of count data
models such as Poisson, negative binomial (NB), Hurdle and zero-inflated models
for the determination of factors affected housing sales in Dubai. Model comparisons
are made via Akaike’s information criterion (AIC), the Vuong test and examining
the residuals. Main purpose of this study is building reliable statistical model for
relationship between Dubai housing sales and important financial indicators in
Dubai. With this study government, investors and customers would have an idea
about housing sales transactions in future according to economic indicators.

Keywords Dubai housing market - Poisson regression - Negative binomial
regression - Zero-inflated model - Hurdle model

8.1 Introduction

Over a period of half a century the city state of Dubai has progressed from
pre-industrial to industrial to post-industrial status. Change is evident in the eco-
nomic, social and cultural characteristics of the city and, most visibly, in the scale,
pace and nature of real estate development. Dubai has developed into a city of
regional importance, with a planned objective of becoming a city of significance
within the global urban economic system. Development of the city has been
energized by a synergistic relationship between global and local forces embedded
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within a particular historical and geographical context. On the other hand, real
estate has been a key driver of growth and has been a steady and robust performer
over the years for Dubai. Central to the planned urban growth, and as part of the
city’s strategy to establish itself as the region’s hub for commerce, services and
leisure, is the construction of a series of, cities within the city, mega-projects.
Factors that have been critical to the strong development of this sector include
property rights, transaction costs and capital gain taxes. With the opening up of the
market to allow freehold ownership of properties to foreigners in Dubai, interna-
tional investors have driven a huge demand for properties. At that point monitoring
the evolution of real estate transactions and the market trend over time is obviously
a necessary requirement in Dubai (Hepsen and Vatansever 2011).

The main purpose of this study is to investigate whether there is a relationship
between Dubai housing selling transactions and financial indicators by using the
count data modeling. Count data modeling is a common task in economics and the
social sciences. The Poisson regression model for count data is of often limited use
in economic and the social sciences because empirical count data sets typically
exhibit over-dispersion and/or excess number of zeros. In recent years, zero-inflated
and Hurdle models have gained popularity for modeling count data with excess
zeroes. According to Cameron and Trivedi (1998), zero-inflated and Hurdle models
can be viewed as finite mixture models with a degenerate distribution whose mass is
concentrated at zero. Excess zeroes arise when the event of interest is not experi-
enced by many of the subjects. Zero-inflated and Hurdle models (each assuming
either the Poisson or negative binomial distribution of the outcome) have been
developed to cope with zero-inflated outcome data with over-dispersion (negative
binomial) or without (Poisson distribution). Both models deal with the high
occurrence of zeros in the observed data but have one important distinction in how
they interpret and analyze zero counts. An overview of count data models in
econometrics, including Hurdle and zero-inflated models, is provided in Cameron
and Trivedi (1998, 2005).

This paper is organized as follows: Sect. 8.2 provides brief explanation about
some count regression models. In Sect. 8.3, we applied count model regression
analyses for daily total housing sales in Dubai and the results are reported. In the
final section, some concluding remarks are given.

8.2 Methods

The classical Poisson and negative binomial regression models for count data
belong to the family of generalized linear models (Zeileis et al. 2008). Poisson
model assumes the variance is equal to the mean, an assumption that is often
violated. The NB model has a built-in dispersion parameter that can account for
variance greater than the mean (over-dispersion) that is due to unobserved
heterogeneity and/or temporal dependency (Chin and Quddus 2003). Zero-inflated
and Hurdle models are generally used in the setting of excess zeroes. Zero-inflated
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models are typically used if the data contain excess structural and sampling zeroes,
whereas Hurdle models are generally used when there are only excess sampling
zeroes.

In this section, we briefly described Poisson regression model, negative binomial
regression model, zero-inflated and Hurdle regression models.

8.2.1 Poisson Regression Model

The simplest distribution used for modeling count data is the Poisson distribution
(Agresti 2007). The Poisson probability mass function is given by

P(Y =y) =@/, y=0,1,2,... (8.1)

The mean and variance of the Poisson distribution are equal to 6. Thus, for
Poisson regression, we have

E(Y,) = 0 = p(xy) = efotron b+t i, (8.2)
Hence, the Poisson regression model is
P(Y = yilx;) = [u(x)[ e ™) fyl - fory; =0,1,2,... (8.3)

The mean and variance of the Poisson regression model in Eq. (8.3) are equal to
u(x;). Thus, the Poisson regression model is appropriate for data where the mean
and variance are about equal. The values of a count response variable y are non-
negative. Hence, the mean function u(x;) ensures that the predicted values of y are
also nonnegative.

8.2.2 Negative Binomial Regression Model

The negative binomial distribution (NBD) is one commonly used distribution to
deal with the over-dispersion problem in count data. The probability mass function
for the NBD is given by

P(Y =y) = (1/"+yy_ l)ey(l —0Y, y=0,1,2,... (8.4)
The mean and variance of this model are, respectively, given by u =
0/[a(1 — 0)] and 6> = 0/ {a(l - 0)2} . From the mean and variance, we see that the

NBD is over-dispersed, that is the variance exceeds the mean. Suppose the mean of
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the NBD depends on some predictor variables x;, then we can write pu(x;) =

0/[a(1 — 0)] and this gives 0 = au(x;)/[1 + au(x;)]. Thus, the negative binomial
regression (NBR) model can be written as

=) = () () () Y e
yi=0,1,2,...

The mean and variance of the NBR model are, respectively, given by E(Y) =
w(x;) and V(Y) = u(x;)[l + au(x;)]. The NBR model reduces to the Poisson

9

regression model when the dispersion parameter “a” goes to zero.

8.2.3 Zero-Inflated Regression Models

Zero-inflated models (Lambert 1992) take a somewhat different approach: They are
mixture models that combine a count component and a point mass at zero.
Over-dispersion can also arise as a result of too many occurrences of zeros than
would normally be expected from a Poisson model. That is, there could be too
many zeros than can be assumed theoretically or expected under such model. In this
case, the Poisson model is zero inflated. A zero-inflated model assumes that the zero
observations have two different origins: “structural” and “sampling.” The sampling
zeros are due to the usual Poisson (or negative binomial) distribution, which
assumes that those zero observations happened by chance. Zero-inflated models
assume that some zeros are observed due to some specific structure in the data.
A zero-inflated discrete model has the probability function of the form

_ oy Jot+r(0-aw)f(0), y=0
=)= { (1 —a)f(v), yi >0’

where f(y;) may be Poisson, negative binomial or generalized Poisson distribution
and 0<w<1.

The zero-truncated regression models can be used in count data regression when
the data are truncated at point zero. The probability mass function of zero-truncated
Poisson random variable Y, is

P(Y; (8.6)

et

= y=1273,... 8.7
y!(l_eiﬂ)) y ) ) ) ( )

The zero-truncated Poisson regression is given by

'u(xl.)y"e*ﬂ(xi)

P(Y: = yilxi) = V(1 = erlx)y

y=1,2,3,... (8.8)
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8.2.4 Hurdle Regression Models

In addition to over-dispersion, many empirical count data sets exhibit more zero
observations than would be allowed for by the Poisson model. The Hurdle model,
originally proposed by Mullahy (1986) in the econometrics, is capable of capturing
both properties (Zeileis et al. 2008). In the Hurdle model, a binomial probability
governs the binary outcome that a count response variable is zero or greater than
zero (i.e., positive). This is often called the transition stage. If the value of the
response variable is positive, the Hurdle is crossed and the conditional distribution
of the positives is zero-truncated Poisson distribution. Thus, one distribution gov-
erns the zeros, while another distribution governs the nonzero counts. In the
zero-inflated model, the same distribution addresses all counts. For the Hurdle
Poisson model, we have

(1 7w)ayi =0

ofr(yi),yi >0’ (89)

P =) = {

where fr(y;) is the zero-truncated Poisson model in Eq. (8.3).

8.2.5 Model Comparison

For comparing models, Akaike’s information criterion is used commonly. When two
models are nested, one can use the likelihood ratio test to compare them. However,
for non-nested models, one can apply a test proposed by Vuong (1989). Under the
null hypothesis that the models are indistinguishable, the Vuong test statistic is
asymptotically distributed standard normal. For more details, see Vuong (1989).

8.3 Application
8.3.1 Data

In this study, the outcome variable is daily total housing sales in Dubai. The
explanatory variables are Dubai Federal Market General Index (DFMGI), crude oil
price per barrel in USD and gold price per troy ounce in AED data. We also used
dummy variables (s1, s2, s3) to determine the seasonal effect on daily total housing
sales. The daily total housing sales data are collected from Dubai Statistics Centre.
DFMG]I, crude oil price, gold price data are collected from Investing.com Web site.
According to official records for housing sales in Dubai, we observed transactions
in weekends. On the other hand, financial markets are only open in weekdays.
Because of that, we used previous weekdays’ value of economic indicators for
weekends. All data sets are in 2013/10/07-2015/10/5 time range.
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8.3.2 Data Analysis

Poisson, negative binomial (NB), zero-inflated negative binomial (ZINB) and
Hurdle negative binomial (Hurdle NB) regression models are used to model rela-
tionships between macroeconomic indicators and housing sales transaction volume
by using “glm” package in R (3.1.3) software packages (http://www.r-project.org/).
The descriptive statistics for all variables are given in Table 8.1. The observed
mean and standard deviation for the number of housing sales are 34.31 and 817.25,
respectively.

The observed variance to mean ratio is 23.81874, clearly indicating over-
dispersion. A dispersion test is implemented and the evidence of over-dispersion in
data is identified (z = 16.8002, p value < 0.000). Hence, we fitted the Poisson model
and we test for goodness of fit (GOF) of the model with a Chi-square test based on the
residual deviance and degrees of freedom. As expected, the Poisson model does not
fit the data (p < 0.000). Then, we fitted instead NB model as an alternative to the
over-dispersed Poisson model. The GOF test also indicates that the negative binomial
model does not fit the data (p < 0.000). Possible reason for this situation is having
response variable with zeros. Because the response variable has 20.53% zero rate, we
also fitted ZINB and Hurdle NB regression models.

Table 8.2 shows the parameter estimates and fit statistics for outcome variable
number of daily housing sales and explanatory variables for Poisson and NB
models. Table 8.3 shows the parameter estimates and fit statistics for Hurdle NB

Table 8.1 Descriptive statistics

Min. Max. Median Mean Std. dev.
Housing sales 0 157 36 34.31 28.5875
FMGI 2993 49868 4103 4271 1877.031
Gold price 3970 5080 4483 4510 245.6791
Oil price 40.47 107.26 74.36 75.58 22.774

Table 8.2 The parameter estimates and fit statistics for the Poisson and NB models

Poisson NB

Beta s.e. p Value Beta s.e. p Value
Intercept 2.64000 0.19660 0.00000 0.00001 0.00000 0.00000
FMGI 0.00000 0.00000 0.70074 0.00008 0.00000 0.00000
Gold price 0.00022 0.00005 0.00001 0.00069 0.00001 0.00000
Oil price —0.00195 0.00052 0.00020 0.00054 0.00039 0.17104
sl 0.17890 0.02391 0.00000 0.00000 0.00000 0.11679
s2 0.03826 0.02229 0.08606 0.00000 0.00000 0.00437
s3 —0.08281 0.02129 0.00010 0.00000 0.00000 0.01003
AIC 21436.70 20165.76
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Table 8.4 Vuong statistic

Alternative hypothesis Vuong test statistics p Value

Zero-inflated Hurdle is better than zero inf. neg. bin. —0.42987 0.33364

Table 8.5 DESCI'iptiVC Models Residuals

statistics of residuals Mean Std. dev.
Poisson —0.936957 5.321947
Negative binom. 0.3859725 4.773163
Hurdle 0.0000111 0.8007759
Zero-inflated neg. binom. 0.0000136 0.8007851

and ZINB models. According to the results, gold prices have significant effect on
daily housing sales transaction volume for Dubai (p value < 0.000). According to
the Hurdle NB model, when gold prices rise up, daily housing sales transactions
volume rises up simultaneously.

To compare models, Akaike’s information criterion (AIC; for non-nested
models), Vuong statistics (for non-nested models) and summary statistics of
residuals are used. According to AIC value shown in Table 8.3, the Hurdle NB
model has little bit smaller AIC value than the ZINB model. To decide the best
model, Vuong statistics was used and analyzed distributions of residuals of models.
With the result of Vuong test, the null hypothesis “Hurdle NB is equal to ZINB”
could not be rejected. Best model for these data sets could not have been defined
(Table 8.4). Since any model was not defined as the best model, summary statistics
of residuals of these models were analyzed. Based on the results in Table 8.3,
Hurdle NB model looks better than ZINB model, because Hurdle NB model has
smaller mean and standard deviation of residuals than ZINB model (Table 8.5).

8.4 Conclusion

We considered four different models involving either the Poisson or negative
binomial distributions for analyzing daily housing sales outcome data. The negative
binomial distribution better accommodates over-dispersion in the outcome data
compared to Poisson distribution. Zero-inflated and Hurdle models account for
over-representation of zero counts in the outcome data.

According to the Hurdle model results, gold prices have significant effect on
daily housing sales transaction volume for Dubai. When gold prices rise up, daily
housing sales transactions volume rises up simultaneously. With this model, it
could be said that when gold prices rise 5% of previous day’s value, housing sales
transaction volume rises 2.97% of previous day’s value.
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Dubai Residential Prices vs. Gold Prices vs. Qil Prices (Jan.2003=100)
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Fig. 8.1 Dubai residential prices versus gold prices versus oil prices

The investors who invest their money in gold sell gold at what time gold prices
rise up and put the profit to real estate. For the last years, investors think that real
estate is safer than gold for investing, because real estate generates cash flow;
otherwise, gold investment does not.

According to Fig. 8.1 obtained from January 2016 report of REIDIN Real Estate
Information Platform, gold price has not stable trend; otherwise, REIDIN Dubai
Residential Price Index has more stable than gold price. Because of that, investors
feel that investing on residential is more properly secured than gold.
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Chapter 9

Predictive Bankruptcy of European
e-Commerce: Credit Underwriters
Inexperience and Self-assessment

Karel Janda and David Moreira

Abstract In the current competitive and uncertain e-commerce environment,
businesses have the need to predict in advance their likelihood of falling into
bankruptcy. The central focus of this paper is to statistically model through different
approaches the bankruptcy probability of e-commerce companies in Europe. The
authors examine the econometric techniques, two-step cluster, logistic regression,
discriminant analysis, data mining tree, and ROC curves, to classify these com-
panies into “bankrupt” and “not bankrupt”. This paper finds also evidences about
the current credit underwriting inexperience among several financial institutions.
The classification approaches included in this paper may be applied in real working
practice whether by credit underwriters or by business decision-makers. The
research was developed using financial and accounting information available in the
Bureau van Dijk database. This paper suggests further analytical developments in
the field of predictive bankruptcies and recommends improvements on the credit
evaluation scorecards such as the inclusion of advanced online metrics to increase
the accuracy of the creditworthiness evaluation of an e-commerce company.
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9.1 Introduction

In the emergent and fast pace business environment of e-commerce retailers, a
predictive analysis about the likelihood of a bankruptcy is crucial for the adoption
of the necessary measures to prevent this event. According to Witzany (1991), itis a
compromise between the most advanced mathematical modelling techniques and
the demand for a practical implementation. From the retail banking perspective, the
exposure to financial lending is by far the most important material risk. Teply and
Pecena (2010) state that the credit risk exposure is affected typically by under-
performing loans and difficult cash collections especially after the financial crisis
period. The financial institutions often rely on credit evaluation models or score-
cards to evaluate the credit worthiness of businesses and to predict the likelihood of
a bankruptcy event. These credit scorecards are at the core of bank financial
activities because they support the underwriter’s decisions when evaluating whether
the customer is likely to bankrupt or not. Based on this credit underwriting eval-
uation, the financial institutions decide if it will provide the loan, the related loan
interests based on the associated risks, the maturities, and the credit value
boundaries.

The aim of this research is to empirically demonstrate with a real case study,
evidences about the shortage of experience within credit underwriters when eval-
uating e-commerce retailers, and recommend improvements on their credit evalu-
ation scorecards. To address this purpose, the authors developed different
econometric techniques such as two-step cluster, logistic regression, classification
tree, discriminant analysis, and ROC curves, to predict the bankruptcy likelihood of
an e-commerce business in Europe. The second purpose of this paper is to compare
the accuracy of the econometric classification models and identify which one has
the smallest rate of statistical failure and the greatest easiness of practical use. The
predictive models included relevant financial accounting ratios of solvability,
productivity, and liquidity from e-commerce retailers registered in Europe, and the
population in analyses was collected from the Bureau van Dijk database Pagell and
Halperin (1999). The choice of the financial ratios is based on the relevant literature
and existing credit evaluation scorecards used internally by several financial
institutions in Europe. From the perspective of the business decision-makers, there
are many important choices that managers have to do with a direct impact on their
operations and financial statements, which may lead either to success or to bank-
ruptcy (Janda and Rojcek 2014). Profit-orientated shareholders, along with high
leverage requirements, fast growth, and uncertain demand, are typical factors that
influence the risk management of e-commerce retailers (Pavel and Si¢adkova 2013).
Since the bankruptcy probability is usually the most common risk criteria of the
financial decision-makers, the literature developed predictive algorithms that may
be applied in real working practice by credit underwriters, and businesses willing to
do credit self-assessment to avoid risk, uncertainty and the probability of
bankruptcy.
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9.2 Literature Review

Statistical research approaches to build an internal corporate bankruptcy evaluation
are based on static learning models prepared to process large databases, and able to
continuously include other economic variables such as industry behaviour, legal
changes or even interest rates (Gama 2010). In this sense, the authors of this paper
recommended in the conclusion part the addition of online metrics to better predict
a bankruptcy event of an online retailer. The conceptual definition of bankrupt
probability is described by the econometrics models used for classification of
businesses into “good” and “bad” classes (Hand and Henley 1997). The first-known
credit analysts using a consistent framework to evaluate the creditworthiness of
businesses were the underwriters sent to the World War II. When these credit
analysts left their companies to join the battle, they created tailor-made scorecards
and other evaluation requirements to be followed during their absence. In the 1950s,
the combination of Bill Fair expertize of business along with Earl Isaac, who was a
successful mathematician with forward computing skills, leaded to the creation of
the first modern credit score model using advanced predictive statistics. They have
used econometric techniques such as logistic regression and multivariate analysis,
both applied to predict credit bankruptcy and risk management. When Bill and Earl
have created for the first time the credit scorecard in 1958 to predict the credit-
worthiness of individuals based on their past behaviour, the bank lending industry
had a revolutionary upgrade (Rosenberger and Nash 2009). Further developments
have showed that the past track of payment behaviour is a clear factor in the
classification between performing and non-performing loans. Durand in 1941
brought this methodology to the credit underwriting evaluation after following-up
the first approach of differentiation between the groups developed by Fisher’s
studies related to the classification problems of varieties of plants in 1936. Many
researches made during the last decades were built up from the work contribution of
Durand, regarding the selection of relevant risk indicators. The researches made by
Witzany (2010a, b, 2011) described in the works about credit scoring functions
(2011), and credit risk management modelling (2010a, b), were important contri-
butions to the development of the predictive bankruptcy topic developed in this
paper. Jakubik and Teply (2011) constructed a new indicator named the JT index
that evaluates the economy’s financial stability and is based on a financial scoring
model estimated on Czech corporate accounting data.

The financial wealth evaluation of an e-commerce retailer, or the prediction of its
financial bankruptcy, is commonly based on the econometric methodologies of
discriminant analysis and logistic regression. The methods of discriminant analysis
subdivided the dimensions of univariate and multivariate modelling. Beaver (1968)
has published a study developing a univariate model using one variable to classify
the failure of a company when any of the following situations happened: inexis-
tence of funds to pay stock dividends, bank account overdrawn, bond default, and
bankruptcy.
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9.3 Data, Results, and Discussion

The authors of this paper reviewed several credit scoring reports released by
financial institutions and credit insurance companies. The credit reports in review
were developed by the following credit financial institutions: HSBC, Dun &
Bradstreet, Bisnode, Euler Hermes, Atradius, Credito Y Caucion, Credit Reform,
OeKB. The scorecards in review were generally structured by:

e Company historical information—identification, registration, ownership, stock
capital, turnover, number of employees, activities, management, board
administration.

e Payment behaviour—annually, periodically.

e Financial statements—comparison year-over-year, and ratios of profitability,
liquidity, activity, leverage.

e Negative business history—insolvencies, liquidation, executions, debts.

e Observations—press releases, sale of equity participation (among other relevant
specific events).

The most typical approach is holistic rather than statistical and quantitative, as it
was identified by the authors of this paper when observing the credit reports issued
by these financial institutions. The credit evaluation models were in general static
and did not adapt when the population in analysis changed, which means that the
parameters of credit evaluation did not adjust to the e-commerce industry (Thomas
2010). This misclassification may be responsible for later increasing costs due to
potential credit delinquency or to healthy loans not given to costumers.

The credit evaluators generally were relying on out-of-date population that
lacked meaningful response, target, or data with quality. This approach led to a lack
of confidence when analysing a population sample that should be diverse enough to
represent different types of repayment behaviour.

The methodology considered in this research includes different statistical
approaches applied in the credit evaluation field such as two-step cluster, logistic
regression, discriminant analysis, decision tree, and ROC curve. We also evaluated
the best fitting approach that may be more suitable according to each evaluation
determinants. The research summarized in this paper gathers a combination of
detailed information related to accounting and financial ratios collected from
Bureau van Dijk’s (Amadeus) database (Klapper et al. 2002). There are existing
large number of papers about the credit assessments of brick and mortar retailers;
however, just few attempts were made about European e-commerce companies (e.g.
addressing the successful billion euro e-commerce businesses such as Asos,
Zalando, Vente Privee, among others).

The data used to model the statistical approaches were collected from the last
available financial and accounting ratios in the database until the year 2014. To
every e-commerce company was assigned a bankruptcy outcome of “0” if not
bankrupted, and “1” if bankrupted. The rate of bankruptcy within this sample is
48%, and the number of European companies making part of the data set is 124.
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Table 9.1 Predictive variables

X Variable explanation Calculation in %
X Solvency ratio asset Shareholders ¢
based Solvency asset = “Total assets. 100
X Return on capital P&Lb tax + Interest
: employed P ROCE (P&L) = Shareh. r. + Non-c 1. * 100
X Return on equity usin, P&L before tax
’ P&L i . ROE (P&L) = Shareholders funds * 100
X. Return on assets usin P&L before tax
) P&L ¢ ROA (P&L) = Total assets * 100
Xs Return on equity using _ P&L period (net income)
net income ROEL = Shareholders funds 100
Xe Return on capital _ P&L for period + Interest paid
employed (income) ROCEL = Shareholders funds + Non-cI * 100
X7 ROA return on assets ROA L — P&L for period netmcome) 100
using net income Total assets
X3 Profit margin Profit M. = P&L before tax * 100
7~ Operating revenue (turnover)
Xy Gross margin Gross M. — Gross profit « 100
~ Operating revenue (turn.)
X0 EBITDA margin Operating P&L + Depr. & A.
EBITDA M. = Operating revenue (turn.) *100
X EBIT earning before EBIT M. — Opera_ting P&L (EBIT) +100
interests and taxes Operating revenue (turn.)
X1y Cash flow and operational CFO.R. = 5 Cash flow £ 100
revenue perating revenue (turn.)
X Solvency ratio liabilit; _ Shareholders funds
. based in}(lya Y Solvency L. = (Non-current I + Current L) * 100
Xi4 Cost of employees and _ Cost of employees
operational revenue CostE. = Operating revenue (turnover) *100

Source Amadeus solvency and liquidity ratios

Table 9.1 contains the explanation of each individual variable referring to the
accounting ratios of solvency and profitability. The framework of this methodology
evolves a unidimensional analysis with a binary output predicting the bankruptcy
outlook of e-commerce retailers in Europe. Our approach includes different clas-
sification experiments to model and predict this probability. We have considered the
statistical classification method named two-step cluster analyses to explore in the
data set which were the predictors with more importance and contribution to the
model. This method clusters the similarity and statistical power between the pre-
dictors supporting the authors in the selection of the independent variables. The
other statistical classification approaches included in the paper and also widely
accepted in financial credit field were logistic regression, decision tree, discriminant
analyses, and ROC curves to measure the accuracy of the models. The following
table describes the financial calculation of the predictive variables applied in the
statistical methods developed and presented along the paper.

The bankruptcy grouping and segmentation observed in the sample were anal-
ysed using the two-step cluster method. The main advantage of this procedure is
that it does not require a matrix of distances between all pairs of cases and rather
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requires only categorical or continuous data. It produces solutions based on a
mixture of different variables for different number of clusters. The predictors were
also clustered by hierarchical degree of importance (Terziovski 2008). Through this
process, the financial ratios (clusters) were compared, and then it was possible to
identify which predictor had the higher contribution to the model. Summing up the
outcomes, the strongest variables were the financial ratios ROA using P&L before
tax, EBIT margin, and profit. The variables that had the least importance to the
clustered model were solvency, ROE using P&L, and in the last place ROCE using
P&L.

Overall, this approach was fairly successful because it was able to prove sta-
tistically the significance of the variables to the binary outcome “Yes bankrupt” and
“No bankrupt”. Furthermore, the hierarchical clustering of the predictors guided the
authors in ranking their significances to the bankruptcy predictions.

9.3.1 Decision Tree

The data mining model decision tree was applied to predict the bankruptcy of
internet e-commerce companies, and it led to a bankruptcy classification into groups
and predicted outcomes through a ramification of independent values (financial
ratios). This decision tree model may have real working practice application to
categorize the online companies according to whether or not they represent a
financial risk. This model validates tools for confirmatory and exploratory classi-
fication analysis. It provides features that allow the identification of homogeneous
groups of predictors (variables) with high or low risk of bankruptcy (Janda and
Rakicova 2014) and makes easier the prediction of bankruptcies of internet busi-
nesses. The method applied to develop the decision tree and to evaluate the credit
bankruptcy probability is named chi-squared automatic interaction detection
(CHAID). The advantage of using the CHAID approach is that at each step, it
chooses the financial ratio (independent variable or predictor) that has the strongest
interaction with the bankruptcy probability (dependent variable). In the case the
categories of the financial ratios are not significantly different relatively to the
probability of bankruptcy (dependent variable), the CHAID method merges them.
Although 15 financial ratios (independent variables) were introduced in the model,
at the end, only three were included in the final version of the decision tree model.
The variables’ gross margin, cost of employees/operating revenue, and cash
flow/operating revenue were the only ones being included by the model, precisely
because they had a significant contribution to the decision tree classification model
(Fig. 9.1).

The CHAID process demonstrated that the ratio of gross margin is the best
predictor of bankruptcy. Within the range between 14.218 and 25.000% of gross
income category, the nodes 3 and 4 had just the node O as the only significant
predictor of bankruptcy; therefore, they were considered the terminal nodes.
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Fig. 9.1 Classification decision tree. Source Own calculations based on data from Amadeus

The node 1 corresponds to the lowest gross margin category and its best predictors
are the nodes 5 and 6, which are related to the ratio cost of employees/operation
revenue. The node 4 is related to the category of e-commerce companies with a
gross margin percentage of more than 25.000%. The node 4 classifies the majority
of 87.5% businesses that did not bankrupt, and its best predictor of bankruptcy is
the category cash flow/operating revenue although representing solely 12.5% of
companies bankrupted. Considering that the tree was created with the CHAID
method, the chi-square values having the highest significance level are the ones
with less than 0.0001% value on all branches in the model. In this respect, only the
category cost of employees/operation revenue has a chi-square with a value of
0.006 therefore with a lower significance. Observing the classification results is
possible to evaluate that the model works perfectly with the standard error at the
value less than 0.0001, and with an overall classification fitting of 100%.

9.3.2 Logistic Model

The logistic model is extensively applied in the financial field to classify subjects
based on values of a set of predictor variables, as in the model proposed by Witzany
(2009a, b) to estimate the loss given default (LGD) correlation. The predictive
probability of bankruptcy using the logistic model is expressed by the formula:
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1
- 1+ e*(ix + BiX1 + BoXo + B3X3 + B Xoo)

P(X) (9.1)

The terms oo and f; in this model represent unknown parameters that the authors
estimated based on the data set obtained from the Bureau van Dijk on the X and on
P(X) (X = probability of bankruptcy). Taking this in consideration, a credit
underwriter or an e-commerce company willing to make a self-assessment could
use the determined values of X; through X; for a prediction of bankruptcy proba-
bility. Thus, if an individual responsible for predicting the bankruptcy probability in
the online retail field would start applying this logistic model, it would just have to
change these X; to its own financial ratios to obtain the desired bankruptcy
likelihood.

The bankruptcy probability in this model is coded as 1 if bankrupted and O if a
company did not bankrupt. There are 15 independent variables included in this
logistic model which are the estimation predictors of the unknown parameters.
Since the probability of bankruptcy must lie within O and 1, the final result is a
probability between 1 and 100%. The test applied to the model to assess its sta-
tistical fit was the Hosmer—Lemeshow goodness-of-fit. Furthermore was also made
a diagnostic using a residual plot to observe the change in deviance versus the
predictable probabilities, and the Cook’s test to observe the distances versus pre-
dicted probabilities. The Hosmer—-Lemeshow statistical analysis is considered to
have a good fit if the significance value is more than 0.05; therefore, as this test had
the outcome value of 0.301, the model is considered adequately fitting the data. The
statistical test Cox and Snell R? based on the log likelihood has a result of 0.538,
and the Nagelkerke R? test of parameter estimates has the value of 0.718. These two
results suggest that the data set included in the model is useful to explain the
bankruptcy probability. The Wald statistics identified the following individual
parameters, Xy, X7, X3, Xo, X10, X11, X12, as the most significant to the model. The
use of this logistic model to predict the probability of bankruptcy whether by credit
underwriters or by e-commerce companies is very accurate and convenient; how-
ever, it requires at least an entrance level of accounting, financial, and statistical
knowledge to successfully be applied.

9.3.3 Discriminant Analysis

The discriminant analysis is a classification approach that models the value of a
dependent categorical variable, based on its relationship with the predictors. It
provides a powerful technique for examining differences between two or more
groups of objects and several variables simultaneously. In the financial field, credit
underwriters may use discriminant analysis to predict or explain which companies
will be likely to bankrupt or not. The predictive analysis was made using the
IBM SPSS statistical software, and its first step was the assignment of a first
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function that divided the e-commerce companies into groups. There are several
assumptions that have to be met to proceed with the use of a discriminant analysis
as following: the predictors cannot be highly correlated; a normal distribution
curve; the correlation between the predictors is constant; and the variance and mean
of a predictor are also not correlated. The discriminant analysis assigned cases to
the two groups, and for each case a classification grading is attributed individually
by a hierarchical rank. The e-commerce companies which had the largest solvency
ratio are the ones less likely to bankrupt. The tested values of solvency, ROCE
(P&L), ROA (P&L), ROE, profit, gross margin, EBITDA, an EBIT, indicate that as
higher are these financial ratios as wealthier are likely to be the e-commerce
companies, and as less likely are to fall into bankruptcy. In the same fashion, the
opposite also holds true. The authors tested the equality of group means to display
the outcomes of the unidirectional ANOVA method addressing each financial ratio
as the factor. In this test, the maximum threshold of significance is the value of
0.10; therefore, if the independent variable is lower than 0.10, this means that it has
contributed to the discriminant model. The Wilks’ Lambda test measured the
potential contribution of a financial ratio to the model. The smaller results indicate
greater discrimination between the groups; moreover, the ratios of solvency, profit
and margin were the ones with better performance. The results of the classification
model show that 51 out of 59 e-commerce companies that bankrupted were cor-
rectly classified, corresponding to a successful percentage of 86.4%. On the other
hand, 55 out of 65 companies that did not bankrupt were classified correctly at the
level of 84.6%. Considering the overall statistical evaluation, the classification
predicted correctly the bankruptcy of e-commerce retailers at the level of 85.5%.

At the end, the ROC curve approach was used to make a comparison of pre-
dictive accuracy between the models’ logistic regression and discriminant analyses.

The ROC curve is a powerful technique to assess the performance of classifi-
cation procedures of the two categories (bankrupt and not bankrupt), by which the
subjects are classified. A credit underwriter willing to accurately classify
e-commerce companies into groups may apply the ROC curve to evaluate the
performance of these predictive classifications. Observing the distances from the
central reference line, the discriminant analysis and the logistic binomial model are
both performing well in terms of bankruptcy prediction. The comparison between
these ROC curves shows that the logistic regression slightly performs better than
the classification. The area under the curve for both models is significant because
they have an asymptotic value of less than 0.05; therefore, they are both correctly
predicting the bankruptcy of e-commerce companies. Analysing the confidence test
of the asymptotic interval at 95% level is possible to observe that the discriminant
analysis is inferior to the logistic regression because the amplitude of its interval has
comparatively a lower percentage of lower bound and upper bound. The areas
under the curve of this graph provide guidance to the cut-off which determines
whether the results are positive or negative. This test is commonly used in finance
to test the overall performance of a classifier on training data sets. The best per-
forming models have the curve at the top left corner; therefore, the larger the curve
amplitude is, the better the performance is.
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9.4 Conclusion

The emergent sector of e-commerce retail is booming all around the world. The new
paradigm of retail businesses is shifting from a brick and mortar concept to an
online mode denominated as e-commerce. Typically, the online companies are
characterized by fast growth rates, large web reach, technologic drive, intangible
assets, and strong need of capital to fund the operations. Observing this reality from
the financial perspective makes it possible to acknowledge that the access to finance
is being constrained by the lack of experience among the credit underwriter’s that
did not follow the developments in this uprising online field.

The credit evaluation models rely often on out-of-date criteria and basic
accounting ratios without taking in consideration the specificities associated with
e-commerce businesses such as the online performance metrics. We collected also
evidences that several credit scorecards used by large financial institutions do not
consider econometric models to evaluate the creditworthiness of these companies.
This paper addresses these findings through statistical models and tests such as
clustering two-step model, decision tree, logistic regression, discriminant analysis,
and ROC curve. These predictive models may be applied in real working practice
cases whether by credit underwriters or by business users to predict the likelihood
of a bankruptcy event. These classification models in general successfully predicted
the e-commerce companies that bankrupted at the level of more than 85%; however,
there are differences between the final outcomes and the related easiness of its use.
The decision tree can be easier interpreted graphically and thus used in reality.
However, it lacks some details regarding the credit risk assessment. The logistic
regression performed slightly better than the classification analysis when analysed
by the ROC curve test, and in terms of real practice application, the predictive
logistic logarithm have showed also high accuracy with the training data set.
Although the methods have different fitting characteristics, the logistic regression
and the linear discriminant analysis are producing both linear decision thresholds.

The main differences between these two approaches are related to the assump-
tion that in the linear discriminant models, the results are observed through a
Gaussian distribution with a similar covariance matrix in each class achieving this
way a better performance comparatively to the logistic regression. Notwithstanding
in the case that the assumptions of Gaussian distribution are not met, the logistic
regression outperforms the other model also because it is applicable to a wider
range of financial research situations.

A possibility to extend the studies on this topic is to include a wider population
of e-commerce companies and to develop a new credit evaluation scorecard,
including the online metrics recommended in this paper.

Recommendations addressed to credit underwriters to improve the financial
evaluation of e-commerce companies in Europe:

1. Inclusion of statistical classification analyses to accurately predict the likelihood
of a bankruptcy event. The holistic approach is proven to be inefficient.
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2. Develop a tailor-made credit evaluation scorecard, including also online metrics
such as bounce rate, visitors, conversion rate, page views, time-on-site, returning
visitors, average basket value, numbers of orders, online revenue, and number of
transactions.
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Chapter 10
Cost Efficiency of European Cooperative

Banks: Are Small Institutions Predestined
to Fail?

Matéj Kuc

Abstract Aim of this paper is to make a literature review and also to empirically
assess optimal size of cooperative banks in European Union in terms of their cost
efficiency. Theoretical explanations for possible efficiency advantages are brought
forward and consequently they are compared with existing empirical literature.
Furthermore, we created dataset of 283 banks from 15 European countries between
years 2006 and 2013 to empirically investigate this problem on recent data. Using
descriptive statistics, we found that bigger European cooperative banks are more
efficient in terms of cost-to-income ratio than the smaller ones. These results seem
to be stable in time and also in individual countries as was shown on analysis of
subsamples.

Keywords Cooperative banking - Cost efficiency - Economies of scale

10.1 Introduction

Cooperative banks in nineteenth-century Europe all started similarly: as small
institutions created to improve socioeconomic condition and financial services
accessibility to its members. Since that time, cooperative banking schemes in
Europe diverged: In some countries, cooperative banks grew into big institutions
offering broad range of services being practically indistinguishable from commer-
cial banks, some cooperative banks created more or less interconnected networks to
enhance cooperation and some other cooperative banks stayed almost the same
throughout the ages.

Aim of this paper is to make a literature review and also to empirically assess
optimal size of cooperative banks in European Union in terms of their cost effi-
ciency. This assessment will help to answer questions whether we can expect
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consolidation of cooperative banks (or credit unions) on current market, how are
cooperative banks behaving in relation with too big to fail problem, whether leg-
islation limiting the asset size of cooperative bank (just as in the Czech Republic) is
from this point of view economically justifiable, or whether we can expect suc-
cessful creation of any new credit unions in developed markets. This paper is
structured as follows: In Sect. 10.2, we give short overview of history and basic
principles of cooperative banking. Section 10.3 describes possible explanation for
(dis)economies of scales for cooperative banks. Section 10.4 provides overview on
existing empirical literature dealing with cost efficiency of cooperative banks.
Section 10.5 provides our own empirical analysis on cost efficiency of European
cooperative banks, and finally, Sect. 10.6 concludes the paper and provides ideas
for further research connected to this field.

10.2 History and Principles of Cooperative Banking
in a Nutshell

Only small share of population took real merits from economic upswing during the
time of industrial revolution during the first half of nineteenth century. Petty
bourgeoisie was put under pressure by newly emerging big companies. Individual
artisans were unable to compete with prices of industrial mass production. Small
farmers had problems with saving enough money to buy instruments that would
make them competitive. Prices of their products dropped with introducing free trade
and thanks to goods imported from colonies. High information asymmetry and cost
of enforcement are seen as main obstacles by Guinnane (1993) that hindered access
to financial services for broad masses of population.

Individual communities therefore started to create their own financial services in
order to escape vicious circle of increasing costs of modernization and insufficient
funds. These first cooperative banks were created on the basics introduced by
founding fathers of credit cooperatives: Hermann Shulze-Delitzsch and Friedrich
Wilhelm Raiffeisen (see, e.g., Schulze-Delitzsch 1855). Important principle of
cooperative banks was self-help of involved members and relying only on their own
funds and capabilities. Credit unions were able to overcome information asymmetry
and enforcement costs by the fact that all members of credit unions were often the
members of the same community (Angelini et al. 1998). From these facts, IT is
clear that cooperative banks’ goal is not to create profit as is the case for
shareholder-driven banks but to offer financial services for their members. Because
of this fact of not having the single objective, cooperative banks are also called
double-bottom-line institutions (see, e.g., Hillman and Keim 2001).

Banks operating on cooperative principles spread quickly across Europe, and
their originally similar structure begins to differ in order to assimilate better to local
environment and to better satisfy the needs of its members. Cooperative banks have
undergone considerable changes since the time of their dawn. Business scope of
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some of them now spreads out from traditional retail activities to investment
banking. Although they are maintaining traditionally strong position on households
and SME markets, they tried to enhance their profits by offering new products and
services. Cooperative banks therefore become often hardly distinguishable from
commercial banks. Cooperatives also grew in size and sometimes even formed
extensive international networks. For study on regional differences in European
cooperative banks, please see CEPS (2010).

There are around 4000 operating cooperative banks in Europe according to the
EACB (2013). Market share of cooperative banks across European states is highly
unevenly distributed. Oliver (2012) states that market share of cooperative banks on
both customer loans and deposits in the European Union is around 20%. Rabobank
(2011) in its study states that market share of cooperative banks on deposit differs
from 60% in France, 40% in the Netherlands, 15% in Germany to almost negligible
share in some other countries (e.g., in the Czech Republic). We can also spot the
difference between new EU member states (Eastern Europe) where cooperative
banking market share is often close to zero' and Western Europe where cooperative
banking tradition was not disrupted by the communist regime.

10.3 Theoretical Explanation of (Dis)Economies of Scale
in Cooperative Banks

Cooperative banks are democratically controlled on principle of one member one
vote (even though there exist exceptions, see CEPS 2010). Corporate governance
model of credit unions (or cooperative banks in general) is created for small
organization, and large cooperative banks with millions of members/owners can
suffer from problems connected to dispersed ownership. Such organizations have
problems with organizational issues and with cooperation among individual
members. General meetings attendance may become small, and effective supervi-
sion of banks’ managers may be lacking. Becht et al. (2002) show that collusion
between managers and supervisory board elected to monitor them happens sur-
prisingly often when institution’s ownership is highly dispersed. Bad monitoring
allows managers to pursue so-called empire building rather than following interests
of cooperative banks members.

Cooperative banks will also lose their information advantage of being close to its
members as the bank grows bigger. It is hard to imagine that the bank member
shares strong common bond if the bank offers wide range of services on vast area.

On the other hand, significant scale economies may be reached using modern
technologies (information technology, etc.). There are significant fixed costs

"For more details on CEE banking sectors we refer to, for example, Cernohorska et al. (2012),
Janda et al. (2013), Cernohorsk4 and Honza (2014), Sttorova and Teply (2013, 2014) or Vodova
(2013).
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connected with banking IT systems, but variable costs for every additional client
then are only marginal. Therefore, technological progress promotes increasing size
of financial institutions. Regulation of financial industry is very complex, and banks
have to allocate significant resources to comply with all the rules. There are only
minor differences between regulatory burdens laid on shoulders of small and
big banks, and therefore, it is relatively more costly for small bank to comply.
This problem is further investigated by World Council of Credit Unions
(WOCCU 2013).

As can be seen from paragraphs above, there exist theoretical arguments sup-
porting both economies and diseconomies of scale for cooperative banks. In the
next section, we will take a look what does the existing empirical literature say
regarding this issue.

10.4 Empirical Literature Overview

Given the nature of cooperative bank where profit maximizing is not the ultimate
goal of institution, we can assume that profitability of cooperative banks is lower
than profitability of shareholder value banks. Altunbas et al. (2001) examined profit
inefficiencies of different ownership models on the German banking market. They
started discussing the assumption that the lack of capital market discipline, common
to mutual and public ownerships, may indicate that management experiences lower
intensity of environmental pressure and therefore may operate less efficiently than
privately owned institutions (Fama and Jensen 1983). Nevertheless, they thought
that this may not be the case in highly competitive banking industry. The study uses
data from years 1989 to 1996 and employs stochastic frontier analysis (SFA).
Interestingly, they found that cooperative and savings banks can enjoy slight profit
and cost advantage over commercial banks. Authors explained the results by lower
cost of funds of cooperatives arising from their specialization on retail activities. All
the types of banks also seemed to benefit from their size (economies of scale).

Fiorentino et al. (2006) examined consistency of SFA and data envelopment
analysis (DEA) on set of German banks in between years 1993 and 2004 showing
slight cost advantage of commercial banks over cooperative ones.

Goddard et al. (2004) found weak relationship between banks’ size and prof-
itability in selected European countries (namely in: Denmark, France, Germany, Italy,
Spain and in the UK) over the 1992—-1998 period. They run several cross-sectional,
pooled cross-sectional, and dynamic panel data models (system GMM). Goddard and
Wilson (2005) examined growth of American credit unions from 1995 to 2001 and
concluded that larger credit unions grew on average faster than their smaller coun-
terparts and, moreover, that there is positive persistence of growth effect. Wheelock
and Wilson (2012) found that cost efficiency measured by effective frontier of
American credit unions during 1989-2006 period fell more for smaller scale insti-
tutions and that all but the biggest credit unions became less efficient in time. This
result draws similar conclusion as preceding work of Wilcox (2006).
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Deelchand and Padgett (2009) are interested in scale economies in cooperative
banks in Japan. They use SFA for 2003-2006 panel data and found significant
diseconomies of scale for the whole sample of Japanese cooperative banks and also
for subsamples divided according to the size of banks.

Barros et al. (2010) used Luenberger indicator approach to assess productivity
change of cooperative banks in 10 European countries. They concluded that small
scale of some cooperatives may hinder their technological growth.

Kuc and Teply (2015) showed bad performance of Czech credit unions, which
are small-size institutions, in terms of profitability and stability compared to more
than 250 cooperative banks from 15 European countries in the 2006-2013 period.

To sum up, the studies in this empirical review often draw conflicting results
regarding optimal size of cooperative banks in terms of cost efficiency. The results
are highly dependent on selected method, dataset, and time period used for the
study. Small Japanese cooperative banks seem to enjoy cost advantage over bigger
cooperative banks which is just the opposite to the results of American credit
unions. Studies devoted to cost efficiency in Europe often do not distinguish
between ownership banking types or the studies that do distinguish are interested in
separated countries. Although the evidence is mixed, more studies are showing that
bigger cooperative banks perform more cost efficiently than smaller ones.

10.5 Analysis of European Cooperative Banks
Cost Efficiency

In our analysis, we will employ cost-to-income ratio as a measure of cooperative
banks’ efficiency. This measure suffers from several flows: It is an accounting
measure, and therefore it may suffer from connected problems such as profit
smoothing, and it can be misleading due to some one-off transactions not related
directly to bank’s effectiveness, etc. We decided not to employ efficient frontier
analysis which is popular method to estimate cost efficiency of banking institutions,
but we see this as a possible extension to this paper. In his paper, only descriptive
statistics of accounting data will be used.

We used BankScope database as main source of accounting data of European
cooperatives. To further enrich the dataset, we manually plugged data of Czech
credit unions retrieved from their annual reports. To be able to better see shifts in
effectiveness of European cooperative banks, we decided to use panel data for
2006-2013 period. We inserted only institutions which had financial statements
available throughout the whole period in order to have balanced data set.
Altogether, we have 2264 observations from 283 cooperative banks from 15
European states. Geographical distribution of cooperative banks in our data set is
given in Table 10.1.
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Tab!e 19‘1 Geograpl}ical Country Banks Country Banks

distribution of banks in our - -

dataset Austria 17 Finland 1
Belgium 1 France 7
Bulgaria 1 Greece 1
Cyprus 1 Croatia 1
Czech Rep. 11 Italy 87
Germany 139 Malta 1
Denmark 2 Slovenia 1
Spain 12 Total 283
Source Own computations based on BankScope and annual
reports

Table 10.2 Cost-tf)-igcome Year Cost-to-income ratio

ratio development in time 1st quartile Median 3rd quartile
2006 60.0 65.3 71.8
2007 60.1 68.6 75.0
2008 62.1 70.2 76.8
2009 62.9 68.7 74.4
2010 61.2 67.7 76.0
2011 61.4 66.7 73.0
2012 58.4 65.5 72.1
2013 57.7 64.0 71.1
Total 60.3 67.0 74.0
Source Own computations based on BankScope and annual
reports

Large share of German and Italian cooperative banks in our dataset is caused by
size of these countries, strength of local cooperative banking sector, and also
specific nature of cooperative banks in these countries where cooperative banks
operate on small units highly independently and therefore have their financial
statements available. On the other hand, in some countries, cooperative banks are
tightly connected to couple of big institutions and, therefore, we have only small
number of cooperative banks for some other big countries with developed coop-
erative banking sector. We see this heterogeneity in our data as advantage for our
goal of comparing cost-to-income ratio of cooperative banks with different asset
size (Table 10.2).

Plotting cost-to-income ratio depending on asset size for all our available
observations shows that there is correlation between cooperative banks’ size and
given ratio. This relation is represented by linear trendline. The lower
cost-to-income ratio represents higher efficiency of institution, and therefore,
Fig. 10.1 shows that smaller cooperative banks are less efficient. We further plotted
similar graphs for each year from 2006 to 2013, and the picture is similar so it
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Fig. 10.2 Cost-to-income ratio on German and Italian banks. Source Own computations based on
BankScope and annual reports

seems that this relation is stable in time. The graphs for individual years are not
included in the paper in order to save precious space.

We can further divide our dataset into subsamples according to the countries to
work with more homogenous sets of banks. We therefore plot only cooperative
banks from Germany and from Italy because we have by far highest number of
institutions available from these two countries (Fig. 10.2).

The picture stays the same even in these two subsamples: Bigger cooperative
banks enjoy lower cost-to-income ratio, and therefore, they are more efficient than
smaller ones. Again, nothing significantly changes if we further divide data by
individual years. We also run this analysis on subsamples of Czech, Austrian and
Spanish cooperative banks with similar results. For sake of brevity, these graphs are
not included in the paper.

From descriptive statistics showed above, we can see that bigger cooperative
banks tend to be more efficient than the smaller ones. The results proved to be
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robust and stable over 2006—2013 period and across different European countries as
we showed by analyzing the subsamples. Nevertheless, this descriptive statistics
serves just as a starting point for more rigorous analysis (possibly Stochastic
Frontier Analysis) that may affirm outcomes of this paper that small cooperative
banks in Europe are less efficient than the bigger ones.

10.6 Conclusion

This paper introduced theoretical explanations of scale (dis)economies that may
influence optimal asset size of cooperative banks. We used dataset of 283 banks
from 15 European countries between years 2006 and 2013 to empirically investi-
gate this problem. We used cost-to-income ratio as efficiency measure and arrived
to conclusion that smaller cooperative banks seem to be less efficient than the
bigger ones. These results seem to be stable in time and also in individual states as
was shown on analysis of individual subsamples. These findings comply with most
studies interested in analysis of efficiency of European cooperative banks from
previous periods. Interesting idea to extend this paper is to support our descriptive
statistics by econometric analysis, possibly employing stochastic frontier analysis
method which is heavily used for assessing efficiency of banks.
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Chapter 11
The Banking Union: A View of the New
Regulatory Rules

Lubos§ Fleischmann

Abstract Amendments to regulatory banking rules come around cyclically
depending on financial crises. Thematically, the paper focuses on regulatory rules
newly set out in the European Banking Union. Special attention was paid to the part
of the Bank Recovery and Resolution Directive (BRRD) dealing with the mecha-
nism of writing off liabilities (called bail-in) and effective reinsurance (Minimum
Requirement for own funds and Eligible Liabilities). The author’s objective was to
address two basic questions concerning the impact on the Czech banking market
and the austerity of the adopted regulations.

Keywords Banking Union - Supervision - Regulation - Rules - Banks

11.1 Introduction

Amendments to regulatory banking rules come around cyclically depending on
financial crises. They also always bring along heated discussions as to how
extensive the changes should be and, above all, how tough or moderate they ought
to be. The trend toward stricter regulation also stems from the fact that the banking
market has been gradually shifting from free competition toward oligopolistic
structure, and furthermore the fact that rapid growth in the productivity of labor in
the production sphere releases considerable workforce capacity that finds applica-
tion, inter alia, in regulatory bodies (Mandel and Toms§ik 2011). On the European
level, in the regulatory area, particularly interesting was the Banking Union project
which alters the rules of supervision over the banking market and problem solving
of banks.

The idea of a Banking Union was initially brought up in 2012 by the José
Manuel Barroso, then chairman of the European Commission, and has been dis-
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cussed on the level of various European institutions about setting up new regulatory
rules ever since. While the advocates of change argue on the basis of the fact that
concerted supervision, common rules for crisis solving, and a unified fund for
securing investments are the best strategic decisions for European banking, the
critics of a common Banking Union, predominantly from member countries outside
the Eurozone, rely on the supposition that successful and economically healthy
banks will bail out the less successful parent companies.

The Banking Union is supplementary to the Economic and Monetary Union
(EMU) and the internal market that harmonizes the responsibility for supervision,
problem solving of banks, and financing on the EU level, and forces the banks
throughout the Eurozone to observe the same rules. This rules make sure, in par-
ticular, that banks assume certain risks, so that a bank that makes an error accepts
liability for its losses and, if exposed to the danger of closing, the taxpayer’s
expenses must be minimized (Magnus et al. 2015). The Banking Union consists of
three pillars: Single Supervisory Mechanism (SSM), Single Resolution Mechanism
(SRM), and the currently incomplete European Deposit Insurance Scheme (EDIS).

On January 1, 2016, yet another part of the European Banking Union began to
function—the Single Resolution Fund (SRF) that is part of the SRM. In fact, this
first full-fledged project of the Banking Union aimed to remove the implicit linkage
between banks and state budgets and reduce the risks of the internal market’s
fragmentation, thus supporting economic growth in the member countries of the
European Union. It is designed primarily for countries that are members of the
Eurozone, yet with significant impact even on the countries outside. The regulative
measures are felt most strongly by system banks, whereas small and less important
banks will hardly feel them.

The above pillars of the Banking Union include individual regulatory rules,
some of which will impact significantly on the banking sector in the Czech
Republic. In this context, certain issues arise that the author of this paper tries to
address. For instance, is the Directive on Crisis Management (BRRD), as it is
called, a good idea for the banking market in the Czech Republic? Aren’t the newly
adopted and proposed regulatory European rules too strict?

11.2 The Banking Union and Regulatory Rules

11.2.1 Status Quo

As mentioned above, the Banking Union consists of two already functioning basic
pillars (SSM and SRM) and one under preparation (EDIS) and of basic regulative
rules (CRD IV/CRR, BRRD, DGSDI). In March 2013, the European Parliament
and Council reached an agreement that led to the establishment of a SSM and, by

Directive on Deposit Insurance Scheme (DGSD).
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extension, to the beginning of a project, whose primary objective is not only to
prevent the occurrence of crises in the banking sector, but above all to be able to
solve them. The SSM mechanism, which has been functioning since November 4,
2014, operates within the ECB and is responsible for direct supervisions over 123
largest banking groups, while internal national authorities continue to supervise the
other banks, whereas the final responsibility is borne by the ECB (Magnus et al.
2015). The SSM’s action was to conduct a comprehensive assessment by reviewing
the quality of the assets of banks and stress tests. The results revealed that 25 of the
130 tested banks had insufficient capital. Most of the banks rectified the insuffi-
ciency quickly or presented remedial plans for their capitalization to the European
Central Bank.

A mirror reflection of the SSM is the SRM that was finalized in March 2014. The
main objective of the SRM is to ensure that eventual future bankruptcies of the
banks in the Banking Union would be resolved effectively, i.e., at minimal costs to
the taxpayers and real economy (Magnus et al. 2015). In April 2014, the European
Parliament adopted a directive on remedial measures and crisis solving of credit
institutions and investment enterprises (BRRD). The directive set forth the proce-
dures for solving the problems of banks in distress. Primarily, it orders that losses
are to be covers by the shareholders and creditors, in the first place, so that such
banks would not be bailed out from public financial resources. The directive is
being implemented as the Banking Union’s principal pillar. The Czech Republic
integrated it into its legislation by implementing Act No. 374/2015 Coll., on
remedial measures and crises solving in the financial market, which came into effect
on January 1, 2016, and Act No. 375/2015 Coll., amending certain laws in con-
nection with the adoption of the law on remedial measures and crises solving in the
financial market and in connection with the update of the deposit insurance system.
The implementation took place, despite the fact that the Czech Republic, as a
member of the European Union outside the Eurozone, did not have such an obli-
gation. Thus, the Czech Republic had in joined the Banking Union project.

The third pillar, the European Deposit Insurance Scheme (EDIS), was presented
by the European Commission on November 24, 2015. The aim is to improve the
protection bank depositors, strengthen financial stability, and restrain the linkage
between banks and countries. According to plan, the system is supposed to evolve
gradually in three consecutive phases: (1) Reinsurance, (2) Co-insurance, and
(3) Full insurance.

For the sake of clarity, the Banking Union may be expressed as an “equation’:

BU = SSM + SRM (SRF + SRB) + (BRRD + DGSD) + (CDR IV + CRR), or
graphically as shown in Fig. 11.1. Each individual part has its reasons, aims, leg-
islative backup, and mostly also own institutional instruments and classification.

As the above text indicates, common supervision over banking institution is
globalizing and goes hand in hand with an inundation of European regulatory rules.
In terms of these aspects, the trend of approximation of supervision systems and
regulations is quite apparent.



118 L. Fleischmann

Regulatory rules
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Fig. 11.1 Pillars of the Banking Union, rules and regulations. Source Lenka Juroskova, Ministry
of Finance, conference development and innovation of financial product, University of Economics,
Prague—February 10, 2016, http://www.finance-edu.cz/prezentace/

11.2.2 The Five Chairmen Report

Overshadowed by the migration crisis, the problems of Greece, and last but not the
least by considerations of the possible withdrawal of Great Britain from the
European Union, the so-called Five Chairmen Report was issued on June 22, 2015,
which in essence and as a vision returns to the main motivation that preceded the
founding of the Banking Union, namely the expansion and complementation of
the Economic and Monetary Union in all contexts. The report was co-authored by
the chairman of the European Commission, Jean-Claude Juncker; chairman of the
European Council, Donald Tusk; chairman of the Eurogroup, Jeroen Dijsselbloem;
chairman of the European Central Bank, Mario Draghi; and chairman of the
European Parliament, Martin Schulz.

In the document, the five chairmen describe the procedures of complementing
full monetary European integration by means of several objectives:

— aiming at economic union;

— aiming at financial union;

— aiming at fiscal union;

— strengthening of democratic responsibility, legitimacy, and institution: from
rules to institutions;

— social dimension of the EMU.

The Five Chairmen Report states that complementation of the Banking Union
calls for full implementation of the Directive on Crisis Management (BRRD) by all
member countries first. According to the authors, it is of key importance to the
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sharing of risks by the private sector and the Banking Union is, in essence, a better
way of protecting taxpayers from having to bear the costs of bailing out banks. The
document returns to the notion of the so-called two-gear Europe, where the dividing
line is supposed to run between the countries of the Eurozone and countries that
will continue to use their own currency. However, the road leading to this idea is
long and thorny, as approving it would require the consent of all member countries
of the European Union.

11.3 Bank Recovery and Resolution Directive (BRRD):
Bail-In Mechanism and MREL

European Parliament and Council Directive 2014/59/EU on Bank Recovery and
Resolution (BRRD) of May 15, 2014, aims to ensure a safer, more reliable, and
more transparent functioning of the financial sector. It is yet another of the set of
European regulatory norms to stipulate a new, unified regulatory framework for
crisis management of credit institution and investment enterprises. The objective is
to avoid bankruptcies of financial institutions and, simultaneously, help solve crises
without having to bail out banks from public state budgets.

The principal BRRD measure is the so-called bail-in mechanism or, in other
words, a mechanism of writing off liabilities and effective reinsurance of funds
MREL (Minimum Requirement for own funds and Eligible Liabilities).

This paper will pay considerable attention to the MREL rule, the primary reason
being the fact that it is one of the European rules discussed most at the present,
especially due to concerns about possible negative impact on the financial market in
the Czech Republic.

11.3.1 Bail-In Mechanism

Bail-in mechanisms ensure coverage of the losses of banks in the event of their
bankruptcy, whereby the first in the line are the shareholders and major creditors of
banks, not minor depositors. The main objective of the bail-in mechanism is to
carry over the expenses arising from the bankruptcies of banks from the taxpayers
onto the owners and creditors of banks and reduce implicit state guarantees and the
possibility of fast recapitalization of banks, while preserving and upholding further
functionality of the systemically important parts of the banks.

In the event that a crisis situation is identified, the bank in crisis need not have
enough of its own capital to cover its losses. In such cases, the bail-in mechanism
makes it possible to create an adequate capacity for absorbing the losses. It would
be facilitated by writing off certain of the bank’s debt instruments to compensate for
all the existing and anticipated losses. The Directive stipulates the formation of
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strictly instated crisis management authorities (“Resolution Authority,” in the
Czech Republic, e.g., the Czech National Bank) which are authorized to convert
certain debt instruments to own capital for the purposes of the bank’s recapital-
ization, so that it could continue to function. The conversion may be done either in
combination with write-offs, or as a separate measure. Absorbing the losses of
banks by reducing own liabilities and recapitalization means that the use of public
resources may be deferred, reduced, or, ideally, completely avoidable (Avalové and
Majdloch 2015).

The BRRD Directive excludes certain liabilities that may not be eligible for the
bail-in mechanism, such as liabilities to employees or liabilities to suppliers,
secured liabilities (e.g., secured bonds or repo deals), liabilities with initial maturity
period shorter than seven days. Completely excluded are insured deposits
(Fig. 11.2).

For the banking sector in the Czech Republic, a major problem in the bail-in
process appears to be the transfer of losses onto shareholders and subsequently
creditors. Due to instability of the political environment on the level of European
institutions, where frequent changes of adopted rules are common, the transition
from the bail-out process, where problems of banks were compensated from public
resources, to the bail-in process in the future against those that are supposed to be
protected most—minor depositors. At present, it is impossible to predict whether
the limit of €100,000.00 covered by the Deposit Insurance Fund (DIF) would be
gradually reduced to a much lower amount.

Moreover, the banking sector will be affected by changes in connection with the
DIF due to the implementation of weighed-risk contributions to the Fund.” The
amount of the annual contribution is to be set by the Czech National Bank
(CNB) by May 31 and must be paid by June 30 that year.

11.3.2 MREL

From the perspective of the Czech banking sector, most problematic seems to be the
part of the BRRD that sets out minimum capital requirements and eligible liabilities
(MREL). The target of criticism is the relevance of the estimated limit of two basic
criteria, namely the loss absorption amount (LAA) and subsequent recapitalization

The amount of the credit institution’s contribution to the Deposit Insurance Fund (henceforth only
DIF) depends on the total of covered claims from deposits registered against the credit institution
(defined in Sec. 41ca[4] of the Banking Code, as amended; henceforth only “covered claims from
deposits”) and on its overall risk profile. Pursuant to Directive DGS 11, weighed-risk contributions
are collected at least once a year, after reaching the minimum required amount of funds in the DIF
corresponding to 0.8% covered claims from deposits (no later than July 3, 2024). Pursuant to
Sec. 41ca[4] of the Banking Code, as amended, the contribution amount can be set even after
reaching the minimum amount of funds in the DIF. In addition to regular contributions, it is
possible, if necessary, to request even extraordinary, single-time contributions.
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Business as usual

“New" bank
Distressed bank after bail-in

eligible
for bail-in
Liabilities Li.!.blllltie!
eligible fellglble
for bail-in or bail-in Minimum
- capital
Equity (new) requirement

Fig. 11.2 Simplified description of application of the bail-in tool on the balance sheet of a
distressed bank. Source The bail-in tool from a Swedish perspective. Sveriges Riksbank Economic
Review. 2014:2

amount (RCA). The competent authority for crisis solving will be required to
evaluate the level of losses that the institution is capable of absorbing, its risk
profile, business model, and systemic importance.

The value of the LAA is supposed to be equal to or higher than the summary
capital requirement of the given institution, and the value of the RCA is supposed to
be set by type of institution.

(@+B+7)/(0+0) 2x (1L.1)

where o = own capital, § = unsecured debt instruments with maturity longer than
one year, y = deposits of large corporations with residual maturity longer than one
year, J = total liabilities, x = minimum capital requirements and eligible liabilities.

In the Czech Republic, the proposed MREL limit in the current methodical form
may reach 30% RWA (risk-weighted assets). Contrary to most banks in the EMU
(Economic and Monetary Union), Czech banks have shareholders, not creditors,
and have no need to borrow money. For this reason, the overlap of deposits over
credits amounts to approximately 30%.
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11.4 The Czech National Bank’s Stance
to Regulatory Changes

The Czech National Bank (CNB) presented its standpoint to regulatory changes at
the Annual Conference of the Czech Banking Association (CBA), held on October
21, 2015. The Czech National Bank finds the final version of financial regulation to
be hard to predict and presents certain reasons corroborating this statement.

Generally, the CNB would prefer perfecting supervisions and regulatory caution
over constant supplementing and amending the regulatory framework (step-by-step
approach), as changes ought to be put into practice only after careful consideration.
Moreover, they should not lead to a general easing of cautionary requirements,
including capital requirements. Regulations adopted on the level of the European
Union should not overtake developments on the international scene, and EU should
always wait for final recommendations from the Financial Stability Board or Basel
Committee. For healthy business of financial institution, good capitalization and
healthy governance are essential, but stable and predictable business environment,
including regulatory environment, are equally important.

In the area of the EDIS, the CNB considers the requirement of 100% insurance
of deposits controversial, as part of the Directive on Guarantee Schemes (DGS and
DGS 1I), due to the support of moral hazard. Consequently, this boils down to
apprehensions about the disruption of the balance between competences and
responsibilities, as insurance encourages risk behavior and expectations—if help
was extended in the past, it will come around again (Zamrazilova 2015).

The Czech National Bank is one of the most cautious supervisory bodies in the
EU. Using its instruments, it managed to handle the recent crisis, thanks to it
well-adjusted system of creating capital reserves in banking institutions.

11.5 Conclusion

Regulation and supervision over the banking sector are indispensable in the field of
macroeconomic policy for the attainment of the principal goals of economic
development. Some forms of regulation contained in all the main theoretical eco-
nomic trends—the difference is in the scope and hardness of the regulation.
Reoccurring banking crises trigger regularly new schemes for a stricter regulation
and criticism from the opponents of regulation greater than necessary. This is
logically the case also in the post-Lehman era.

As stated above, the Czech banking sector is in a very good condition and
behaves conservatively. Compared to the banks in the EMU, Czech banks have
more deposits and fewer credits issued. From this perspective, certain misgivings
about the constructiveness of certain regulations in the area of crisis management
are quite legitimate, concretely the mode of assessing the minimum requirements on



11 The Banking Union: A View of the New Regulatory Rules 123

the structure and amount of capital and eligible liabilities (MREL). This provides
answers to the issues raised in Introduction of this paper.

Is the Directive on Crisis Management (BRRD) beneficial for the banking
market in the Czech Republic?

The BRRD Directive will have a significant effect on the banking sector in the
Czech Republic, but its greatest pitfalls cannot be as yet determined analytically.
The European regulatory process is not very transparent, as it is very complex,
incomprehensive, and above all unpredictable. As stated above, the mode of
assessing the minimum requirements on the structure and amount of capital and
eligible liabilities (MREL) is problematic. Paradoxically, banking institutions in the
Czech Republic may encounter problems due to the high quality of protection based
on the CNB’s cautious approach to supervision, which accounts for high capital
provisions of the Czech banks. This will consequently make them subject to higher
requirements than those imposed on institution in the Eurozone.’

In reality, the European banking market might face potential problems arising
from the transition of the approach from bail-out to bail-in. For instance, current
financial markets signalize problems on the part of the largest German bank—
Deutsche Bank. The bank is recording its historic minima—in the third quarter of
2015 alone the DB lost 6 billion EUR. If DB’s insolvency were to be announced, a
restructuring mechanism in the bail-in system would have to be launched. Its shares
and bonds are owed by thousands of institutional investors and footed by a com-
mendable legal apparatus. DB’s counsels would, without a doubt, put up a resilient
and professionally proficient fight against a declaration of insolvency, claiming that
the Bank has to manage its assets with due diligence and would not voluntarily let
the financial means of its investors and creditors be nationalized.

The described model example would consequently lead to further disputes over
the setup of the mechanism, and EU representative would propose further systemic
changes.

Aren’t the newly adopted and proposed regulatory European rules too strict?

The current regulatory rules contained in BASEL III are satisfactory and above
all adequate for the banks in the Czech environment. This applies especially to the
possibility of demanding that banks create higher and better capital reserves to be
used eventually for compensating their losses. Burdening the Czech highly regu-
lated market repeatedly with new rules would only jeopardize the stability of the
financial market, twice as badly in banking.

In the years to come, the European Union is likely to come up with still more
new proposals in the area of regulation and supervision. The point should be,
however, to act in response to real problems in financial markets, especially the
banking sector, and to do so with a good deal of common sense.

3 Another problem is the circumstance that there exists practically no secured senior financing in
the CR with longer maturity eligible for the MREL.
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Chapter 12

Forecasting Jumps in the Intraday Foreign
Exchange Rate Time Series with Hawkes
Processes and Logistic Regression

Milan Fic¢ura

Abstract Methodology for modelling and prediction of jumps in the high-
frequency financial time series is presented. The intraday seasonality of jump
intensity is modelled through a series of regime-specific dummy variables, while the
self-exciting (clustering) behaviour of jumps is modelled with the Hakes process and
alternatively with logistic regression. The models are tested on the 15-min-frequency
EUR/USD time series with nonparametrically identified jumps via the L-estimator.
The results indicate strong ability of the models to predict jump occurrences in the
15-min horizon. Most of the predictive accuracy does, however, stem from the
intraday seasonality pattern of jump intensity, while the self-exciting component has
only a minor effect on the overall performance. The identified self-exciting beha-
viour of jumps is very strong, but only short-term. Long-term clustering of jumps
surprisingly was not identified by the models applied to the intraday frequency.
There was also no significant difference in the predictive accuracy of the Hawkes
process-based model and the logistic regression-based model.

Keywords High-frequency data - Self-exciting jumps - Hawkes process - Logistic
regression

12.1 Introduction

Accurate modelling of jumps in the financial time series plays an important role in
many areas of finance such as risk management, derivatives pricing and quantitative
trading. One reason for this is that the occurrence of jumps (i.e. discontinuous price
changes) increases the size of the tails of the short horizon return distribution, thus
increasing the prices of near-maturity out-of-the-money options, increasing the
estimates of value at risk, etc. In addition to that, the occurrence of jumps in the
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financial time series decreases the performance of certain hedging strategies used
for derivatives pricing, such as delta hedging, based on the assumption of contin-
uously moving prices, as well as certain market-making strategies.

Due to the reasons mentioned above, it would be useful to be able to predict the
times of future jump occurrences. This is, however, problematic, as the jumps
happen only infrequently on the markets and it is often difficult to distinguish them
from the continuous price volatility.

One possible approach of how to identify jumps in the financial time series is
through Bayesian methods. When applied to daily prices, the approach has a rel-
atively low accuracy (Ficura and Witzany 2014), while the application to intraday
prices is computationally demanding (Stroud and Johannes 2014).

In the recent years, an alternative, nonparametric approach of jump estimation
emerged, utilizing high-frequency data and the asymptotic theory of power varia-
tions (Andersen et al. 2007). The most well-known jump estimator of this kind is
the Z-statistics (Barndorff Nielsen and Shephard 2004), identifying if jumps
occurred during a given time period by using the normalized differences between
the realized variance and the realized bipower variation. Z-statistics was used in
Ficura (2015) to identify jumps in the foreign exchange rate time series on the daily
frequency and then model them with self-exciting and cross-exciting processes.

More advanced jump estimators, such as the L-statistics (Lee and Mykland
2008), enable the identification of jumps at the exact times at which they occur
during the trading day. This opens a way for more accurate jump prediction models,
as well as for models that forecast jumps on the intraday frequency.

In this study, we use the self-exciting Hawkes process and extend it to account
for the intraday seasonality of jump intensity, for the purpose of predicting the
probabilities of future jump occurrences intra-daily, in the 15-min horizon. We find
that the parameters of the Hawkes process applied to the intraday data tend to get
fitted primarily to the short-term jump clustering effects, lasting up to several hours
at most. These short-term effects are very strong, but they are also entirely different
from the effects found when the Hawkes process is applied to the daily frequency,
where the self-exciting effects are weaker, but also significantly more persistent,
lasting from days, up to several weeks (Ficura 2015).

As to include both of the effects into a Hawkes process model would be difficult,
we propose an alternative approach of how to account for jump clustering effects at
different frequencies, by using logistic regression, where the numbers of jumps
aggregated over past time intervals of different lengths are used as explanatory
variables and the future jump occurrences as the target variable.

Both of the models are tested on the EUR/USD exchange rate time series and
their out-of-sample predictive accuracy is assessed with the accuracy ratio (i.e. Gini
coefficient). The results indicate that the models possess significant power to predict
jump occurrences in the 15-min horizon. Most of the explanatory power stems,
however, from the intraday seasonality component of the models, while the
self-exciting effects increase the explanatory power only slightly.

The rest of the paper is organized as follows. In Chap. 2, the nonparametric
method of jump identification is explained. In Chap. 3, the methodology of the two
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models for jump prediction is presented and in the fourth chapter, the models are
applied to the 15-min EUR/USD jump time series. In the last chapter, there is a
conclusion of the main results of the research.

12.2 Nonparametric Jump Identification

The jumps in the foreign exchange rate time series are identified nonparametrically
with the L-estimator proposed in Lee and Mykland (2008).

In order to explain the logic of the estimator, let us assume that the foreign
exchange rate (or any other asset price for that matter) follows the following
generally defined stochastic-volatility jump-diffusion process:

dp(1) = () di + () AW (1) +j(1) dg(1) (12.1)

where p(z) is the logarithm of the asset price, u(z) is the instantaneous drift rate,
o(r) is the instantaneous volatility, W(r) is a Wiener process, j(¢) is a process
determining the sizes of the jumps, and g(#) is a counting process whose differential
determines the times of jump occurrences.

The total variability of the stochastic process during the period between t — k
and ¢ can be expressed with its quadratic variation, denoted as QC(r — k, ?):

t

QC(t — k, t):/a2(s)ds+ > i) (12.2)

t—k<s<t
t—k -

where k(s) = j(¢)I[q(¢) = 1] and I(.) is the indicator function. The first term on the
right-hand side in Eq. 12.2 represents the continuous component of price vari-
ability, called integrated variance, while the second term represents the discon-
tinuous component of price variability, called jump variance. So it is possible to
rewrite the equation as:

QC(t—k, 1) =TIVt —k, 1) +IV(t —k, 1) (12.3)

where IV(z — k, 1) is the integrated variance and JV (7 — k, t), the jump variance.
The L-statistics-based jump estimator identifies jumps in the asset returns time
series by normalizing the intraday returns with local volatility estimated through the
bipower variation, which gives an asymptotically unbiased estimate of the inte-
grated variance over a given period of time. The local volatility estimated via the
bipower variation over the last K high-frequency periods is defined as follows:

i—1

A =BV K, i) =ts S GIG-Dl (124

K j=i—K+2
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where a3 (i) is the local variance estimated for the high-frequency period i, (j) are
the high-frequency returns, defined as r(j) = p(j) — p(j — 1), and K is the period
used for the local variance estimation. BV(i — K, i — 1) is the bipower variation
over the period between i — K and i — 1, which should converge, with increasing
frequency of r(j), to the integrated variance IV (r — k, 7).

The L-statistics can be defined as follows:

L(i) = O_]:Ejzl.) (12.5)

where L(i) is the L-statistics, (i) is the return in the given high-frequency period,
and oy (i) is the local volatility estimated based on the bipower variation.

The method of jump estimation based on the L-statistics utilizes the known
distribution of the appropriately normalized maximum value of the L-statistics in a
time series A, of a given length n, under the assumption that the series does not
contain jumps. The normalized maximum value is:

ica, |L(D)| — Cy
¢ — Maxien, L0 (12.6)
Sn
where the A, is the set of the i € {1, 2, ..., n} no-jump periods and the constants
C, and S, are given as follows:
o _ [2logm)]"? log(n) + logllog(n) (12.7)
! ¢ 2¢[21og(n)]"/?
1
S, (12.8)

" c2log(n)] 2

and ¢ = v/2/y/7 = 0.7979.
The jumps in the time series are identified based on the known distribution of ¢
in a time series of length n that does not contain jumps. The distribution is:

P(¢(<x) =exp(—e™) (12.9)

Jumps are then identified in the time series as the normalized values of L(i),
based on Eq. 12.6, that are larger than a given quantile of £. So the identified jumps
are the normalized values of L(i) that are larger than some conservative quantile o
of the maximum ¢ in a time series of length n that does not contain jumps.

The jump estimation approach using the L-statistics has two meta-parameters,
the period K used for the local volatility calculation and the quantile o used for the
jump detection. In our work, we use the value of K = 156 recommended by Lee
and Mykland (2008) for the 15-min return frequency. For the jump identification,
we use the quantile value of o = 0.95.
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12.3 Forecasting Jumps

Two methods for jump prediction in the intraday foreign exchange rate time series
are proposed. The first one utilizes the seasonally adjusted Hawkes process and the
second one uses logistic regression. The seasonality pattern is for both of the
methods modelled through a series of dummy variables, corresponding to appro-
priately defined seasons or regimes of the jump intensity during the trading day.
The method used to identify these seasons is explained later in the text.

12.3.1 Hawkes Process-Based Model

Hawkes process is a jump process in which the jumps are self-exciting, so that a
jump occurrence increases temporarily the intensity of future jumps by a given
amount, after which the jump intensity decays exponentially back to its long-term
level. This effect allows the process to exhibit the empirically observed jump
clustering effects (Ait-Sahalia et al. 2015).

As the constructed model will be applied to the intraday jump time series and the
intensity of jumps varies greatly during the trading day, it is necessary to extend the
standard Hawkes process to account for the intraday seasonality of jump intensity.
For this purpose, the following multiplicative model is used:

At) = du(t)As(2) (12.10)

where /(¢) is the jump intensity at period #, Ag(?) is the self-exciting component of
jump intensity, and As(7) is a seasonal component of jump intensity.

The self-exciting component of jump intensity is modelled with a discretized
Hawkes process:

Jna(t) = oy + By ow(t — 1) +79,0(t — 1) (12.11)

where Ay(?) is the self-exciting component of jump intensity at time period ¢,
Q(t — 1) is an indicator of jump occurrence in the period ¢ — 1, o, is a constant, f3;
is the decay parameter determining how fast does the elevated jump intensity return
back to its long-term level, and y; is the self-exciting parameter determining how
much does the jump intensity increase in the period following a jump occurrence.
The equilibrium level of jump intensity can approximately be calculated as
it =oy/ (1 —B;— Jﬂnsﬁaverage), where /s average 18 the average value of the sea-
sonality adjustment Ag(¢) (defined in Eq. 12.12).
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The seasonality component of jump intensity Ag(#) is modelled as:
k
As(t) =) Js jdi(1) (12.12)
=1

where Ag; denotes the multiplicative adjustment of the jump intensity at season j,
d;(r) denotes the dummy variable corresponding to the season j, and k denotes the
number of seasons. Note that due to the multiplicative formulation of the model, the
number of dummy variables d;(¢) will be equal to the number of the seasons; one of
the parameters has, however, to be fixed to one and will not be optimized in the
estimation procedure.

12.3.2 Using Logistic Regression to Model Jumps

Logistic regression is one of the most commonly used statistical techniques to
forecast the value of a binary target variable based on a series of explanatory
variables. The underlying assumption of the logistic regression is a linear rela-
tionship between the covariates and the log-odds ratio (i.e. the logarithm of the ratio
of the probability that the target variable will be one to the probability that it will be
zero). By using the log-odds ratio, logistic regression can be expressed as follows:

In (13,) — FX] + & (12.13)

where 4, is the jump intensity at time ¢, X, is a vector of explanatory variables used
to forecast /;, f§ is a vector of model parameters and ¢, is a Gaussian white noise.
The left-hand side of the equation represents the log-odds ratio of the jump
occurrence probability, i.e. the logarithm of the ratio between the probability of
jump occurrence at period 7 to the probability of jump nonoccurrence at period z.

In our case, the value of 1 corresponds to the occurrence of a jump in the given
15-min time period ¢ and the value of O corresponds to no-jump.

As for the explanatory variables in the matrix X, the number of past jumps in the
last hour, 4 h, day, week, month (20 days), 3 months (60 days) and one year
(252 days) is used, together with the dummy variables corresponding to the dif-
ferent seasons of the jump intensity pattern during the day. If needed, other
explanatory variables may easily be added into the model, but we will not do this in
order to keep the model more comparable with the Hawkes process model.
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12.4 Predicting Jumps in the EUR/USD Exchange Rate

The analysis is performed on the 15-min frequency of the EUR/USD exchange rate
time series ranging from 1.11.1999 to 15.6.2015, provided by forexhistorydatabase.
com, containing overall 385,988 records. The jumps in the time series were iden-
tified using the L-statistics, with the local volatility calculated based on 156 intraday
(15-min) periods and the confidence level set to 95%.

Currencies on the foreign exchange market are traded for 24 h a day on all of the
work days. There is no trading during the weekends and some of the international
holidays. The price changes (gaps) during the weekends will look as jumps in the
time series, but as they are caused by a different phenomenon, we exclude them
from the analysis (i.e. replacing such jumps by zero).

The goal of the study is to forecast jump occurrences in the 15-min horizon, by
using the information from the past history of the jump time series only. The metric
used for the comparison of the predictive accuracy of the models is the accuracy
ratio, also known as the Gini coefficient.

All of the models use intraday seasonality dummy variables in order to account
for the intraday seasonality of jump intensity. As has been found, the intraday
seasonality pattern plays a crucial role in predicting the probabilities of future jump
occurrences during the day. Therefore, the two proposed jump clustering models
are compared with a benchmark model utilizing only the seasonality pattern.

In all of the models, the in-sample period (first 200,000 records, covering
approximately 50% of the data, ranging from 1.11.1999 to 12.12.2007) is used to
estimate the model parameters, while an out-sample period (ranging from
13.12.2007 to 15.6.2015) is used to assess the predictive power of the models.

12.4.1 Model of the Intraday Jump Seasonality

In order to model the intraday seasonality pattern of jump intensity, the empirical
jump intensity for every 15-min period during the day was computed. As shown in
Fig. 12.1 (left), the jump intensity varies erratically during the trading day (the
highest being at the time of the opening of the US session). It would therefore be
difficult to fit it with some smooth parametric function.

An approach utilizing a set of dummy variables was applied instead. As there are
96 15-min periods during the trading day, 96 dummy variables would fully account
for any possible jump intensity seasonality pattern. Using such a large number of
dummy variables would, however, most probably lead to overfitting. In order to
reduce the number of dummy variables, k-means clustering algorithm was applied
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Fig. 12.1 Intraday average and fitted jump intensity (with 6 clusters). Source Authorial
computation

to divide the empirical jump intensities in the 96 periods during the day into
k clusters representing different intensity regimes. These will be incorporated into
the jump models by using k dummy variables.

In order to estimate a reasonable value of k, a simple seasonality model is
constructed, in which the jump intensity for every 15-min period is replaced by the
centroid intensity for the given cluster as computed by the k-means clustering
algorithm. The in-sample accuracy ratio for k € {1, 2, ..., 20} is plotted in
Fig. 12.2. As shown in Fig. 12.2, the in-sample accuracy ratio increases rapidly
until £ = 6, but not so much afterwards. Based on this behaviour, we decided to use
k = 6 in all of the following models. In second line of Fig. 12.2, it is apparent that
the choice of k = 6 is close to optimal also for the out-sample period.

Fig. 12.2 Accuracy ratio of Seasonality model:
the k-means seasonality Gini coefficient vs. number of clusters
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12.4.2 Modelling Jump Intensity with Hawkes Process
Models

The model based on the self-exciting Hawkes process was applied to the EUR/USD
jump time series. The parameters of the model were estimated through a numerical
maximization of the likelihood function in the in-sample period. In order to achieve
good convergence, it was necessary to choose initial values of the parameters
sufficiently close to the optimal ones; otherwise, the optimization tended to con-
verge to statistically inferior local optima. As the problem of local optima seems to
be caused mainly by the intraday seasonality adjustment parameters, the initial
values of these parameters were set based on the centroid jump intensity of the k-
means clusters, as described in the previous section. The cluster with the highest
jump intensity was chosen as the one with parameter value set to 1 (i.e. the one that
is not estimated), while the initial values of the other parameters were calculated as
the ratio between the centroid intensity in the respective clusters and the centroid
intensity in the cluster with the highest jump intensity.

The parameters of the Hawkes process model can be shown in Table 12.1. The
estimates of the standard errors were derived from the Hessian.

We can see from Table 12.1 that the parameters 5, and y;, modelling the
self-exciting behaviour of the Hawkes process, are both statistically significant.
This confirms our hypothesis that the jumps in the time series are self-exciting.
Interestingly, the values of the parameters significantly differ from the values
usually seen when the Hawkes process is applied to the jumps aggregated on the
daily frequency (Ficura 2015). Most importantly, the ; parameter, which tends to
be close to one, is in the intraday case significantly smaller, indicating that the
self-exciting behaviour of the intraday jumps is only short term. At the same time,
the value of y; is extremely large compared to the long-term jump intensity Apr.
This indicates that the jump intensity increases greatly during the first 15 min
following a jump occurrence; it does, however, decay quickly to its long-term level.

The results indicate that there exist two different components of the jump
self-exciting behaviour. One that is very strong, but short term, and another one,
much weaker, that is long lasting (identified in the previous studies). The intraday
Hawkes model has, however, been able to identify only the shot-term effect.

Table 12.1 Maximum likelihood estimates of the Hawkes process model parameters

LT By Y /5.1 /52 /53 5.4 135
Parameter |0.0541 |0.4172 [0.3899 |0.0105 [0.0519 |0.1190 |0.2254 |0.4882
Std. error [ 0.0048 | 0.1109 |0.0701 |0.0017 |0.0061 |0.0136 |0.0420 |0.0752
Source Authorial computation
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12.4.3 Modelling Jump Intensity with Logistic Regression

As it appears from the results in the previous section, the intraday Hawkes process
cannot account for all of the effects of the past jumps on the future jump intensity.
Therefore, we propose an alternative approach based on logistic regression.

The target variable in the logistic regression model is the jump occurrence over a
given 15-min time period (1 corresponds to jump occurrence, while O corresponds
to no-jump). The explanatory variables are the numbers of realized jumps over
different past-time horizons (last 15 min, 1 h, 4 h, 1 day, 1 week, 1 month,
3 months and 1 year), together with the dummy variables used for the intraday
seasonality of jump intensity modelling.

A key assumption of the logistic regression is that the relationship between the
log-odds ratio and the explanatory variables is linear. If it is not, then the
explanatory variables have to be transformed via some function, or to categorical
ones. In order to find, if it is suitable to directly use the aggregated past numbers of
jumps as explanatory variables, we plotted the empirical log-odds ratios against the
numbers of jumps in the past time periods. Results, the one-year (i.e. 252 days) case
is shown in Fig. 12.3.

We can see that the log-odds ratio does increase approximately linearly with the
numbers of jumps aggregated over the last 252 days, as it shows the weighted linear
regression line in Fig. 12.3 (left). In Fig. 12.3 (right), it is apparent that the several
outliers on the left figure were probably caused just by low number of observations
for the given counts of jumps.

For the other aggregation periods (hour, 4 h, day, week, month and 3 months),
the linear relationship between the number of jumps and the log-odds ratio seems to
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Fig. 12.3 Log-odds ratio vs. the number of jumps in the last 252 days. Source Authorial
computation
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Table 12.2 Parameters of the logistic regression model

Constant | 15 min |4 h 1 day |Seasl |Seas2 |Seas3 |Seas4 |Seas5
Parameter | —2.82 2.02 0.55 |—0.26 |—-4.63 |-3.08 |—-2.31 |[—1.82 |—0.76
St. dev 0.10 0.21 0.14 0.09 0.16 0.12 0.13 0.14 0.16
Source Authorial computation

hold as well. Therefore, the untransformed numbers of jumps will be used as
explanatory variables in the logistic regression model.

In order to determine whether all of the explanatory variables are truly needed in
the model, stepwise selection procedure with 5% confidence levels was used. The
procedure surprisingly dropped most of the proposed explanatory variables, so that
the final model contains only the aggregated jumps over the last 15 min, 4 h and
1 day, together with the seasonality adjustment dummy variables.

The values of the estimated parameters of the model are shown in Table 12.2.

The results indicate a strong co-jump effect; i.e. a jump in the last 15-min period
greatly increases the probability of an additional jump. Similarly, the number of
jumps in the last 4 h increases the probability of future jumps occurring, but
surprisingly, the number of jumps over the last 1 day (24 h) decreases the future
jump intensity. The values of the seasonality dummy variables correspond to the
pattern where the seasons are defined with a rising jump intensity. As the jump
intensity in season 6 corresponds to the constant of the model, all of the dummy
variables have to be negative, i.e. decrease the jump intensity.

12.4.4 Assessing the Predictive Accuracy of the Models

In order to quantify the predictive accuracy of the proposed models, the accuracy
ratio (i.e. the Gini coefficient) is used. The in-sample and out-sample values of the
accuracy ratio for the 3 models (Seasonality model, Hawkes model and Logistic
model) are shown in Table 12.3.

It is shown in Table 12.3 that the discriminatory power of the proposed models
is relatively high. The vast share of this power comes, however, from the intraday
seasonality of the jump intensity modelling. The self-exciting effects, added in the

Table 12.3 In-sample and out-sample accuracy ratios of the proposed models

Accuracy ratios Seasonality model Hawkes model Logistic regression
In-sample 0.6257 0.6569 0.6688
Out-sample 0.5058 0.5377 0.5434

Source Authorial computation



136 M. Ficura

Hawkes process model and the logistic regression model, increase the discrimi-
natory power only slightly. We can also see that the logistic regression model is
only negligibly better (in the out-sample period) than the Hawkes process model.

12.5 Conclusion

Methodology of how to model and predict jumps in the intraday time series of the
EUR/USD exchange rate was presented. In comparison with similar studies per-
formed on the daily frequency, it was necessary to account for the strong intraday
seasonality of jump intensity, which was done by utilizing a series of
regime-specific dummy variables in the analysed models. Two models were pro-
posed with the task of predicting the future jump occurrences in the 15-min time
horizon. The first is based on the Hawkes process and the second uses logistic
regression. The results show that the proposed models possess relatively high
accuracy in distinguishing between future jump and no-jump periods. Most of the
predictive power does, however, stem from the seasonality component of the jump
intensity, with only minor increase being caused by the self-exciting component.

The parameters of the models tended to get fitted to the strong short-term jump
self-excitation and to the co-jump behaviour, while ignoring the weaker but longer
lasting effects that were discovered in similar studies performed on the daily fre-
quency. Extended models would be needed to account for both of the effects.

An interesting area of future research would be to quantify the economic benefits
of the proposed models, for example, by analysing the effects of the intraday
seasonality of the jump intensity and the self-exciting effects of the jumps on the
out-of-the-money option prices.
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Chapter 13
Influence of Selected Factors on Hedge
Fund Return

Stanislav Haba

Abstract This paper deals with a unique form of an alternative investment: hedge
funds. Specifically, the paper researches the influence of certain factors on hedge
fund returns. Specifically, four factors are tested: (1) inclusion of funds into market
hedge fund index, (2) possibility to close to new investors, (3) type and level of
charged fees and (4) reporting delay/concealment. The data are compiled for more
than 4000 funds for 23 years and cover all types and statuses of hedge funds. The
most important results found no significant additional yield for increased remu-
neration for fund administration. Additionally, the regression confirmed the
hypothesis of the time return decay in most hedge funds (so-called backfill bias).
The other two hypotheses of market inclusion and openness to new capital have not
been validated on a significant level. Throughout the whole text, the paper describes
typical problems that are connected with hedge funds and their respective data.

Keywords Hedge fund - Investment management - Portfolio return

13.1 Introduction

Hedge funds surely belong to the most i